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## Introduction

The discovery of the Higgs boson at the Large Hadron Collider by ATLAS and CMS experiments gave support to theoretical predictions of the Standard Model. The Standard Model Higgs boson and the associated Higgs field was theorised as a source of mass for other particles. It was the last Standard Model particle to be found and work continues to both verify its discovery and probe its characteristics. The found Higgs particle could have non-SM qualities, and a precise experimental verification of these qualities is important for the advancement of understanding the fundamental structure of particle physics. [1] [2]

The $H \rightarrow \tau \tau$ decay is of special importance when probing the properties of the Higgs. This decay can provide information on the Yukawa coupling which is predicted by the Standard Model [3], the CP properties of the Higgs [4], and is representative of sizeable and detectable portion from the complete Higgs decays. [5] It is therefore important to increase the efficiency with which these decays are reconstructed. This thesis discusses an avenue for possible further improvements to the reconstruction of mass from ditau events (where the final products are two $\tau \mathrm{s}$ ). These $\tau$ leptons are reconstructed from the visible tracks and calorimeter energy deposits which their decay products leave in the detector.

A promising ditau reconstruction method, the Missing Mass Calculator (MMC), is used as the backdrop of this study, and attempts at improving the accuracy of reconstruction are documented herein. The MMC's task of reconstruction is made difficult from the presence of rarely-interacting neutrinos which carry part of the momentum of the decay. Therefore, the MMC makes use of a Markov Chain Monte-Carlo method for improving the tau four momentum $\mathbf{P}_{\tau}$ and the associated neutrino 4 momentum $\mathbf{P}_{\nu}$. When the kinematics from the full $\tau$ momentum $\mathbf{P}_{\tau}$ are improved, a more accurate mass can be determined of the particle from which they decayed. [6] [7] This will allow for both the precision of the Higgs mass to improve, and to separate the Higgs decays from other sources of ditau events.

Currently the MMC takes information from the reconstruction process present in ATLAS. There is, however, more information provided in this reconstruction than is currently being implemented within the MMC's algorithm. Namely, the vertex positions of the primary and secondary vertices of the $\tau$ decays are not explicitly used. This information can add an extra constraint on the total momentum with the flight distance and direction information. The content of this thesis details the viability of adding this information and its effect on the event kinematics reconstruction.

The thesis is structured as follows; first, a theoretical background is introduced in Chapter 2. Then, an overview of the LHC and ATLAS Detector is given. (Chaper 3) Both the physical structures and
the methods for interpreting the detection signals to reconstruct events are discused. This is followed by a short introduction to the Missing Mass Calculator (Chapter 4) and an overview of the statistical processes contained within. The algorithms discussed there will be implemented in multiple areas of this thesis. Chapter 5 explains the process for deriving new kinematic solutions for $\mathbf{P}_{/}$tau from decay vertices of the $\tau$. This chapter details the algorithms, arising difficulties, and initial results of including the vertex information for ditau mass reconstruction. The following Chapter 6 disscuses the methods for solving the ambiguity which arises in Chapter 5. The process can be applied to the ambiguities present in $\mathbf{P}_{\tau}$ reconstruction outside of the specific vertex-based case used in this thesis. Parametrising steps are given along with event-by-event PDF generation used to weight solutions in the MMC. This information is concluded in Chapter 7.

The studies performed in this thesis used exclusively Monte Carlo simulated data. The notation used mainly in Chapters 5 and 6 is found in Appendix A.1. Unless otherwise specified, all quantities are defined with natural units (i.e. $c=1$ ).

## CHAPTER 2

## Standard Model

The Standard Model is the theory describing the electromagnetic, strong and weak forces. It is largely accepted because of the accuracy with which it has predicted and described several physical processes which are currently probable. However, there are still several areas of physics left to explore and questions which are not answerable with the current Standard Model. In this chapter the Standard Model will be introduced in Section 2.1 along with two specific particles described in it, the Higgs Boson in Section 2.2 and the $\tau$ lepton in Section 2.3. At the end in Section 2.4, some of the questions left unanswered by the Standard Model are introduced. Much of the information in this chapter is taken from References [8] and [9].

### 2.1 Particles and Forces

The Standard Model consists of 17 elementary particles: 12 fermions, 4 force mediating gauge bosons, and the Higgs Boson. The 12 elementary particles called fermions have half integer spin $S=\frac{1}{2}$. These fermions constitute all matter which we interact with. The four gauge bosons have integer spins $S=1$ and mediate all forces described by the Standard Model (strong, weak, and electromagnetic). The fermions may be split further into two categories. The Leptons which contain 3 particles of negative electric charge and their respective neutrinos with no charge. Neutrinos are affected only by the weak force which is mediated by the Z and W bosons and gravitational force (which is not described by the Standard Model). The 3 charged leptons - the tau $\tau$, the muon $\mu$, and the electron $e$ - are affected by the weak force and the electromagnetic force which is mediated by another gauge boson: the photon. Finally, the quarks are affected by all three forces described in the Standard Model, including the strong force mediated by the gluon. The last particle, the Higgs Boson with spin $S=0$, will be discussed in further detail later in this chapter. An overview of these particles can be seen in Figure 2.1.

The Leptons are divided into 3 generations which correspond to the energy range in question. The first generation, including the electron, electron neutrino, up and down quark make up the low energy universe. In fact, the atoms of the periodic table contain protons, neutrons, and electrons. Both protons and neutrons are composed of up and down quarks, so in terms of elementary particles, all the atoms in the periodic table are composed of the first generation of fermions. The second and third generations differ only in masses. One can think of the muon as a heavy electron and a tau as an even heavier electron. These higher generations can only be studied at high energies provided in experimental apparatuses like colliders. Each fermion has its own unique quantum number called


Figure 2.1: Graphical representation of the Standard Model. Taken from [10]
flavor that can be determined from a combination of several other quantum numbers and are conserved in two of the three interactions. For every particle, there exists an anti-particle, alike in mass, opposite in physical charges, i.e. electrical charge, color charge, and weak isospin, among others. For particles whose physical charges are all 0 , the possibility of acting as their own anti-particle exists (i.e. the photon). The interaction of a particle with its anti-particle leads to annihilation and the formation of photons or gluons. This is a consequence of the conservation of quantum numbers which sum to zero in the case of particles and their anti-particles.

### 2.1.1 Quantum Electrodynamics

The Standard Model can be described through the tensor product of 3 gauge symmetries: [11]

$$
\begin{equation*}
S U(3)_{C} \otimes S U(2)_{L} \otimes U(1)_{Y} . \tag{2.1}
\end{equation*}
$$

These represent the gauge symmetry of the field theories which describe electromagnetism, strong force, and weak force. The $S U(3)_{C}$ describes the strong interactions via 8 gluons $g . S U(2)_{L} \otimes U(1)$ is a special unification of the weak force interactions via 3 heavy bosons, the $W^{ \pm}$and the $Z^{0}$, and the electromagnetic interactions via one massless photon $\gamma$. These will be covered in reverse order here, starting with the electrodynamic interactions.

Quantum Electrodynamics is the quantum field theory to describe the interaction of electrically charged particles and photons. It connects special relativity to electrodynamics through $U(1)$ gauge
invariance. The characteristic Lagrangian:[11]

$$
\begin{equation*}
\mathcal{L}_{Q E D}=\bar{\Psi}\left(i \gamma^{\mu} \partial_{\mu}-m_{e}\right) \Psi+e \bar{\Psi} \gamma^{\mu} \Psi A_{\mu}-\frac{1}{4} F_{\mu \nu} F^{\mu \nu} \tag{2.2}
\end{equation*}
$$

consists of three terms to describe all interactions. The first term $\bar{\Psi}\left(i \gamma^{\mu} \partial_{\mu}-m_{e}\right) \Psi$ is the Dirac Equation which describes the free propagation of the Dirac spinor $\Psi$ (fermion). The third term $\frac{1}{4} F_{\mu \nu} F^{\mu \nu}$ describes the kinematics of the electromagnetic field $A_{u}$ (photon), where $F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}$. Finally, the second term describes the interaction between the two. This formulation depends on the assumption that the electromagnetic field is mediated by a massless particle. In fact, if the photon had mass an extra term $\frac{1}{2} m_{\gamma}^{2} A^{\mu} A_{\mu}$ would remain non-zero and break the needed gauge symmetry (the invariance under $U(1)$ transformation). Experimentally, the photon mass must be below $1 \times 10^{-18} \mathrm{eV}$. [12]

The strength with which the photon couples to charged particles is described by the electromagnetic coupling constant $\alpha_{e m}$. This is in fact not a constant as the name suggests but scales as a function of the squared momentum transfer $Q^{2}$. In these terms the electromagnetic coupling constant can be defined as:

$$
\begin{equation*}
\alpha\left(Q^{2}\right)=\frac{\alpha\left(Q_{0}^{2}\right)}{1-\frac{\alpha\left(Q_{0}^{2}\right)}{3 \pi} \ln \left(\frac{Q^{2}}{Q_{0}^{2}}\right)} \tag{2.3}
\end{equation*}
$$

where $Q^{2} \gg Q_{0}^{2}$ and many conventions use $Q_{0}^{2}=0$ and then $\alpha(0)=137$, the fine structure constant. An illustration of this can be seen in Figure 2.2. [13] The scaling or "running" of the coupling


Figure 2.2: The effect of momentum transfer on the strength of the QED coupling factor. The solid line is from QED predictions, the open symbols show values of $Q^{2}$ where $\alpha\left(Q^{2}\right)$ was fixed so that the $a\left(Q^{2}\right)$ of the solid lines could be inferred. Taken from [13].
constant with momentum transfer is a result of vacuum polarization, where the photon creates virtual electron-positron pairs which partially block the charge of a particle, often called screening. The closer
two particles are, the greater the momentum transfer, and the less virtual pairs are created. The effect from screening is then much lower. [14] [13] [11] An illustration of this effect is shown in Figure 2.3.


Figure 2.3: A Feynman Diagram showing the contribution of virtual pair creation to the coupling factor. Taken from [13].

### 2.1.2 The Electroweak force

Every force has an associated charge of interaction. The electromagnetic force described above has electric charge and the weak force which will be the topic of this section has weak isospin. The weak force is unique because every fermion has an associated weak isospin (neutrinos are the only fermions with neutral electric charge). It is also the only force which can change the flavor of a particle. This is an effect that arises from the heavy charged bosons $W^{ \pm}$which along with the heavy neutral boson $Z^{0}$ mediate the weak force. The charged $W^{ \pm}$is responsible for the flavor changing effects seen in the weak force. Because charge must be conserved, the weak interaction couples to pairs of fermions which differ from each other by 1 electric charge. For Leptons, the weak interaction couples each lepton to its corresponding neutrino. For quarks, every perturbation of pairing a charge $+\frac{2}{3}$ quark $(u, c, t)$, written as $q_{u}$, and a charge $-\frac{1}{3}$ quark $(d, s, b)$, written as $q_{d}$.

$$
\begin{equation*}
\binom{l}{v_{l}}\binom{q_{u}}{q_{d}} \tag{2.4}
\end{equation*}
$$

This is specifically important in decays with changing flavors; a prominent example is beta decay which occurs when a neutron decays into a proton, electron and electron neutrino. However, the coupling strength of the weak force is the smallest of the 3 fundamental forces described in the Standard Model, hence the name. This is partly due to the large masses of the gauge bosons mediating the force which decay rapidly. The weak force also has another uniqueness in its weak isospin. This is that chirality plays a role in the determination of the weak isospin number, namely in that left-handed particles (which transform with the left-handed representation of the Poincare group) have weak isospin $I_{z}= \pm \frac{1}{2}$ and right-handed particles have weak isospin $I_{z}=0$. Since a force only affects those particles which contain the characteristic charge, this means that the weak force only couples to left-handed particles ( and conversely right-handed anti-particles). Under the gauge symmetry of the weak force $S U(2)$, there are 3 mediating bosons expected, the charged $W^{ \pm}$bosons mentioned before and a third neutral $W^{0}$ boson, to account for scattering processes in which the weak isospin does not change. However there
is no physical $W^{0}$ boson. In the 1960s Electroweak Unification Theory from Glashow, Weinberg, and Salam proposed a separate charge for the electroweak force and a mediating boson. These were termed the weak hypercharge $Y_{w}$ and the $B$-boson. The electrical charge was then defined as a combination of the weak isospin (representing $S U(2)$ ) symmetry and the weak hypercharge (representing $U(1)$ ).

$$
\begin{equation*}
Q=I_{z}+\frac{Y_{W}}{2} \tag{2.5}
\end{equation*}
$$

This theory showed a mechanism for the mixture of the hypothetical $W^{0}$ and $B$ mesons to produce the physical $Z^{0}$ and photon $\gamma$. This occurs as a consequence of symmetry-breaking required to have mass in the mediating bosons. [8] [9] The symmetry breaking mechanism and the involvement of the Higgs is further discussed in Section 2.2.1 and in more detail in Reference [8].

### 2.1.3 Quantum Chromo Dynamics QCD

The remaining force in the Standard Model is the strong force, mediated by massless gluons and acting on particles of non-zero color charge. Because of the higher dimensions of $S U(3)$, the gauge theory becomes non-abelian as opposed to the QED $U(1)$. This leads to a term for gluons to interact with other gluons. Therefore the gluons, unlike photons, carry the charge which they also mediate. Some interesting phenomena can be a result of this trait, including the hypothesis of color confinement. This hypothesis postulates that only color neutral objects may exist freely in nature. As in QED, fermionic loops are created as gluons propagate between particles. However, unlike in QED, the interaction of gluons with themselves leads to the added formation of bosonic loops. These latter loops contribute to the scaling coupling factor

$$
\begin{equation*}
\alpha_{s}\left(Q^{2}\right)=\frac{\alpha_{s}\left(\mu^{2}\right)}{1+B \alpha_{s}\left(\mu^{2}\right) \ln \left(\frac{Q^{2}}{\mu^{2}}\right)} \tag{2.6}
\end{equation*}
$$

in such a way that the strength is actually weaker as $Q^{2}$ increases creating something like an antiscreening effect. This can be seen in Figure 2.4. In the above equation, $B=\frac{11 N_{c}-2 N_{f}}{12 \pi}$ is dependent on the number of quark flavors $N_{f}$ and colors $N_{c}$ which are available at the given $Q^{2}$. From this one can imagine that two color-charged particles very close together feel very little force between them. As the particles start to drift apart, the force felt by each particle becomes stronger, pulling for the particles to come closer together. When considering the field lines of two electrically charged particles, as two particles drift apart the density of lines decreases. However, the attractive force that one gluon presents to another gluon (absent in the case of photons) constrains these to a smaller area (and thus higher density within this area) as particles get farther apart. This creates a tube of linearly increasing pressure, so that infinitely separating two color-charged particles would require an infinite amount of energy. If color-charged particles existed unbound, the force between them would be enormous. Before any color-charged particles would achieve such a distance between them, the energy required to keep them apart would exceed the energy required to create new color-charged particles. This creation would lower the distance between the color-charged objects and therefore less energy would be required to maintain the separation distance. This effectively cuts the tube into smaller strings so that the distance between one color-charged particle and the next closest color-charged particle is kept small. In high energy collisions, high energy quark and anti-quark pairs can be created traveling in opposite directions. Instead of seeing these color charged particles, one sees a string of color


Figure 2.4: The evolution of the QCD coupling factor over time. Taken from [15].
neutral particles created in the same manner as described above (Figure 2.5). This process is called Hadronisation. The number of new quark pairs created in this process scales with the energy of the initially created quark pair. The process continues until all quark pairs have sufficiently low energy that they cannot separate beyond the distance where a new quark pair could be produced. [8] [9]


Figure 2.5: An illustration of Hadronisation. Quark pairs at high energy separate until the force between them is high enough for the creation of new quark pairs. This repeats until the energy of each quark pair is low enough that further separation is not possible, leaving a group of hadrons. Taken from [8].

### 2.2 The Higgs Boson

The Higgs Boson is the SM particle which is credited with mass contributions to massive particles. As mentioned in Section 2.1.3, the masses of the heavy gauge bosons, must be the result of spontaneous symmetry breaking. The Higgs mechanism is the Nobel Prize winning achievement of Peter Higgs and Francois Englert which offers an explanation. [16] The basis of which will be covered in this section and the references [8] [17] contain more detail.

For this thesis, all sample data containing the Higgs are simulated from gluon-gluon-fusion which is discussed briefly in 2.2.2 Section 2.2 .3 will focus on the connection between the Higgs and $\tau$ leading into Section 2.3.

### 2.2.1 The Higgs Mechanism

Since the introduction of masses breaks the gauge invariance of the electroweak theory, some method of spontaneous symmetry breaking without explicit breaking must occur. In order to use the Higgs Mechanism with the constraints of the Electroweak Unification, the Higgs Field can be written as one neutral $\phi^{0}$ and one charged $\phi^{+}$(which should conjugate as $\left(\phi^{+}\right)^{*}=\phi^{-}$). [8]

$$
\begin{equation*}
\phi=\binom{\phi^{+}}{\phi^{-}}=\frac{1}{\sqrt{2}}\binom{\phi_{1}+i \phi_{2}}{\phi_{3}+i \phi_{4}} \tag{2.7}
\end{equation*}
$$

The Lagrangian has the form

$$
\begin{equation*}
\mathcal{L}=\left(D_{\mu} \phi\right)^{\dagger}\left(D^{\mu} \phi\right)-V(\phi) \tag{2.8}
\end{equation*}
$$

where $D^{\mu}=\partial_{\mu}+i g T_{\mu}^{\alpha}+i g^{\prime} Y B_{\mu}$, with $T^{\alpha}$ representing the $S U(2)$ generators and $Y=\frac{1}{2}$ is the hypercharge. Here, the Higgs potential

$$
\begin{equation*}
V(\phi)=\mu^{2} \phi^{\dagger} \phi-\gamma\left(\phi^{\dagger} \phi\right)^{2} \tag{2.9}
\end{equation*}
$$

has a shape defined by the sign of $\mu^{2}$ while holding $\gamma>0$. In the case where $\mu^{2}>0$, the minimum is the point where both scalar fields are at 0 . In the case where $\mu^{2}<0$ there are an infinite set of degenerate minima defined by

$$
\begin{equation*}
\phi^{\dagger} \phi=\frac{1}{2}\left(\phi_{1}^{2}+\phi_{2}^{2}+\phi_{3}^{2}+\phi_{4}^{2}\right)=\frac{-\mu^{2}}{2 \gamma}=\frac{-v^{2}}{2} . \tag{2.10}
\end{equation*}
$$

An illustration of the field in the infinite minima case can be seen in 2.6. The choice of a specific minimum in the infinite case, leads to the spontaneous symmetry breaking. In order for the photon to remain massless after symmetry breaking, there must be an associated non-zero vacuum expectation value with the minimum of the potential. However, this is required for only the neutral scalar field $\phi^{0}$ (the minimum of the charged scalar field $\phi^{+}$is then 0 ). [8]

Now in the Unitary Representation of both $S U(2)$ and $U(1)$, the generators for spin $\frac{1}{2}$ are in the form of Pauli Matrices $T^{\alpha}=\frac{1}{2} \sigma^{\alpha}$. These correspond respectively to the 3 components of weak isospin and the hypercharge. [19] It can be seen that all generators $T^{\alpha}\binom{0}{\frac{v}{2 \sqrt{2}}}$ are non-zero and therefore broken. However, a linear combination of the third component of weak isospin and the hypercharge (see


Figure 2.6: A potential with the form of Equation 2.9 with $\mu^{2}<0$. It can be seen that there is a circle of infinite minima around the bottom of the distribution. Taken from [18]

Equation 2.5 ) is unbroken. This unbroken $U(1)$ symmetry is the electric charge. The remaining 3 broken generators correspond to 3 Goldstone Bosons. For these, the mass can be determined by first expanding the Higgs Field around the chosen minimum and applying some gauge transformations to obtain [20]

$$
\begin{equation*}
\phi(\chi)=\frac{1}{\sqrt{(2)}}\binom{0}{v+h(\chi)} . \tag{2.11}
\end{equation*}
$$

Substituting into Equation 2.8,

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} \partial_{\mu} h \partial^{\mu} h+\frac{1}{8}\left[\left(-g A_{\mu}^{3}+g^{\prime} B_{\mu}\right)^{2}+g^{2}\left(A_{\mu}^{1} A^{1 \mu}+A_{\mu}^{2} A^{2 \mu}\right)\right](h+v)^{2} \tag{2.12}
\end{equation*}
$$

it can be seen that the terms $A^{1}$ and $A^{2}$ have acquired mass. This comes out to be

$$
\begin{equation*}
M_{W}=M_{A^{1}}=M_{A^{2}}=\frac{1}{2} g v \tag{2.13}
\end{equation*}
$$

with further calculation the term $\left(-g A_{\mu}^{3}+g^{\prime} B_{\mu}\right)^{2}$ can be parsed to determine the masses

$$
\begin{equation*}
M_{\gamma}=0, \quad M_{Z}=\frac{1}{2} v \sqrt{g^{2}+g^{\prime 2}} . \tag{2.14}
\end{equation*}
$$

After radiative corrections from renormalization, the physical masses are theoretically determined as $M_{W}=79.8 \pm 0.8 \mathrm{GeV}$ and $M_{Z}=90.8 \pm 0.6 \mathrm{GeV}$. [20] (with the vacuum expectation value for the Higgs $v=246 \mathrm{GeV}$ [8]) These correspond with the experimental values $M_{W}=80.379 \pm 0.012 \mathrm{GeV}$ and $M_{Z}=91.1876 \pm 0.0021 \mathrm{GeV}$. [

The only free parameter left is $\gamma$ from Equation 2.10 and can be determined by measurements on the Higgs Boson mass. Fermions also acquire mass through coupling with the Higgs field. This
coupling is called the Yukawa coupling and is always proportional to the mass of the fermion.

$$
\begin{equation*}
g_{f}=\sqrt{2} \frac{m_{f}}{v} \tag{2.15}
\end{equation*}
$$

### 2.2.2 Production

The proton-proton collisions at the LHC are not with the proton in its entirety. The proton itself is not pointlike, but instead is made up of several partons. Each parton carries a fraction of the momentum. The interaction of a parton from each proton starts the hadronisation process. This makes the production cross sections more difficult to determine, since the momentum of each parton is not exactly known. Instead, parton distribution functions like the one in Figure 2.7, give probabilities of the momentum fractions each parton may hold. From this figure, it can be seen that the gluon has a


Figure 2.7: Parton distribution functions at $Q^{2}=1 \times 10^{4} \mathrm{GeV}^{2}$. Taken from [21]
very steep rise as the momentum fraction decreases. Therefore the gluon often has the higher energy and as a result of this the highest Higgs production channel is through the gluon-gluon-fusion (Figure 2.8). . It is of further interest to point out that the Higgs Boson couples with massive particles and not directly to the massless gluons. Therefore, it is produced only through loops of massive particles in gluon-gluon-fusion.

### 2.2.3 $H \rightarrow \tau \tau$ decays

The Higgs Boson gives mass to those particles which couple directly to it. In order to understand fully the mass generation of both fermions and bosons, it is important to establish their coupling to the Higgs Boson. Measuring the coupling of the $\tau$ fermion to the Higgs, gives further evidence to the Higgs contribution to fermion mass. In Figure 2.9 the branching ratios of the Higgs Boson for the mass $m_{H}=126 \mathrm{GeV}$ corresponding to the mass of the discovered Higgs Boson. The ditau decay is the second most prominent fermionic decay from the Higgs Boson as expected since the coupling should scale with mass. Because the mass of the top quark is much larger than that of the observed


Figure 2.8: Production channels of the Higgs boson at the LHC. Taken from [18]


Figure 2.9: Branching Ratios of the Higgs Boson at mass 126 GeV . Taken from [22]

Higgs Boson, it is heavily suppressed. The properties of the $\tau$ jet discussed in the next chapter, allow for a better separation from other jet backgrounds as opposed to the b jets. The $H \rightarrow \tau \tau$ decay is therefore a priority for in-depth analysis in ATLAS. It will allow for a more accurate measurement of the coupling of the Higgs to fermions. Moreover, it contains possible measurements of CP violation. [23] [24]

### 2.3 The $\tau$ Lepton

The $\tau$ lepton is the main focus of this thesis. Identification and accurate measurements of the $\tau$ lepton is important for several interactions which can be studied as probes of the Standard Model and further. This includes exotic particle decays, SUSY [25], and specifically discussed in this thesis, the $H \rightarrow \tau \tau$ decay. As the heaviest lepton at $1776.82 \pm 0.16 \mathrm{MeV}$, the $\tau$ lepton has several channels available for decay. It can decay into all lighter leptons as one would expect, but it also can decay into light mesons. This sets it apart from the leptons and introduces a new avenue of detection and identification which is unavailable with the other leptons. The lifetime of the $\tau, \tau_{\tau}=290 \times 10^{-15} \mathrm{~s}$, is short enough that most $\tau \mathrm{s}$ are not directly measured by the calorimeters in the ATLAS experiment (see Chapter 3 for more information on particle detection and the ATLAS detector). However with the high energy boost from the proton-proton collision, the $\tau$ lives long enough for the production and decay to generally be well separated. [26] This means that identification of a $\tau$ is based on the decay products which interact with the detectors. In the case of a leptonically decaying tau, the muon or electron produced is used as a means of identifying the tau. Since neutrinos are not detected, it is not possible to determine whether a lighter lepton originates from a tau decay. In the case of hadronically decaying taus however, $\tau$ jets are created as the light mesons from the decay traverse the calorimeters. This type of jet energy deposition is similar to that of several other process including a QCD jet background.

### 2.3.1 Hadronic $\tau$ Decays

This thesis is concerned with the hadronically decaying taus, $\tau_{\text {had }}$. The main avenues of tau decay are shown in table 2.10. Excluding decays into kaons, the hadronic decays can be categorized by the number of charged and neutral pions. The convention $A p X n$ will be used where $A$ gives the number of charged pions $p$ and $X$ gives the number of neutral pions $n$. For instance, the decay $\tau \rightarrow \pi^{0} \pi^{ \pm}$is represented as $1 p 1 n$. For the decay into a single pion, the tau decays directly via the W boson. [28] For decays into two and three pions, the usual decay is through the W boson which then decays to intermediate resonances $\rho$ and $\alpha_{1}$ and finally these decay into $\pi \mathrm{s}$.

The main parts of tau reconstruction will be discussed in Section 3.3.4; the concepts are briefly addressed here. Charged pions are reconstructed by the tracks they form in the tracking system of ATLAS. Neutral pions can be reconstructed from the energy deposits in the calorimeter. The tau neutrino is not explicitly constructed, and instead is found within the Missing Transverse Energy (MET) (also further discussed in Section 3.3.6). All of these pieces are needed to reconstruct the kinematics of the tau decay (discussed in Section 5.2). The key characteristics which separate this event from other jet producing events are the highly collimated tracks at high momentum and the number of charged tracks ( 1,3 , or rarely 5 ). When compared to QCD jets, for example, the multiplicity of tau decays is lower and the tracks diverge less.

| $\tau \rightarrow e \nu_{e} \nu_{\tau}$, | $17.8 \%$ |
| :---: | :---: |
| $\tau \rightarrow \mu \nu_{\mu} \nu_{\tau}$ | $17.4 \%$ |
| $\tau \rightarrow \pi^{ \pm} \nu_{\tau}$ | $11.1 \%$ |
| $\tau \rightarrow \pi^{0} \pi^{ \pm} \nu_{\tau}$ | $25.4 \%$ |
| $\tau \rightarrow \pi^{0} \pi^{0} \pi^{ \pm} \nu_{\tau}$ | $9.19 \%$ |
| $\tau \rightarrow \pi^{0} \pi^{0} \pi^{0} \pi^{ \pm} \nu_{\tau}$ | $1.08 \%$ |
| $\tau \rightarrow \pi^{ \pm} \pi^{ \pm} \pi^{ \pm} \nu_{\tau}$ | $8.98 \%$ |
| $\tau \rightarrow \pi^{0} \pi^{ \pm} \pi^{ \pm} \pi^{ \pm} \nu_{\tau}$ | $4.30 \%$ |
| $\tau \rightarrow \pi^{0} \pi^{0} \pi^{ \pm} \pi^{ \pm} \pi^{ \pm} \nu_{\tau}$ | $0.50 \%$ |
| $\tau \rightarrow \pi^{0} \pi^{0} \pi^{0} \pi^{ \pm} \pi^{ \pm} \pi^{ \pm} \nu_{\tau}$ | $0.11 \%$ |
| $\tau \rightarrow K^{ \pm} X \nu_{\tau}$ | $3.74 \%$ |
| $\tau \rightarrow\left(\pi^{0}\right) \pi^{ \pm} \pi^{ \pm} \pi^{ \pm} \pi^{ \pm} \pi^{ \pm} \nu_{\tau}$ | $0.10 \%$ |
| others | $0.03 \%$ |

Figure 2.10: A chart of the main decays of the tau lepton. Taken from [27]

### 2.4 New Physics

In the universe there is a large imbalance in matter and anti-matter. It is still unknown exactly where this imbalance comes from, but several theories exist to account for this asymmetry. Several of these theories predict a combination of the strong, electromagnetic and weak forces into a single force. These Grand Unified Theories (GUTs) have avenues for Baryon number, Lepton number, and CP violations which were believed to be conserved quantities. Even before these theories were invented, Andrei Sakharov proposed in 1965 that the matter and anti-matter asymmetry arose from the Baryon number not being conserved. He determined three conditions a theory on particle interactions must satisfy to explain the asymmetry:[29]

- Baryon Number Violation
- C and CP violation
- Deviation from thermal equilibrium


### 2.4.1 Baryon and Lepton Number Violations

Baryon number is defined by [30]

$$
\begin{equation*}
B=\sum_{q}\left(N_{q} B_{q}+N_{\bar{q}} B_{\bar{q}}\right)=\sum_{q}\left(N_{q}-N_{\bar{q}}\right) \cdot \frac{1}{3} \tag{2.16}
\end{equation*}
$$

where $q$ represents quark flavors: $q=u, d, c, s, t, b, B_{q}$ represents the baryon number for quarks $B_{q}\left(B_{\bar{q}}\right)=\frac{1}{3}\left(-\frac{1}{3}\right)$, and $N_{q}\left(N_{\bar{q}}\right)$ is the number of quarks (anti-quarks). The stability of matter is
attributed to the conservation of Baryon number. However when this is viewed as an approximately conserved value with the introduction of tiny violations, the universe becomes stable only on the time scale of the then inevitable decay of the proton $\left(\tau_{p}>10^{31}\right.$ years). This introduction of violation could explain the asymmetry of the universe.[31]

As an alternative to the baryon number violation (or in addition to), lepton number violation can be used to explain the asymmetry. Lepton number is defined by [30]

$$
\begin{equation*}
L=\sum_{l} L\left(l, v_{l}\right)=\sum_{l}\left(N_{l} L_{l}+N_{v_{l}} L_{v_{l}}+N_{\bar{l}} L_{\bar{l}}+N_{\bar{v}_{l}} L_{\bar{v}_{l}}\right)=\sum_{l}\left(N_{l}+N_{v_{l}}-N_{\bar{l}}-N_{\bar{v}_{l}}\right) \tag{2.17}
\end{equation*}
$$

where $l$ represents lepton flavors $l=e, \mu, \tau . L_{l}$ and $L_{v_{l}}$ are the lepton number $L_{l}\left(L_{\bar{l}}\right)=L_{v_{l}}\left(L_{\bar{v}_{l}}\right)=$ $1(-1)$, and $N_{l}, N_{v_{l}}$ represent the number of leptons and associated neutrinos. The Standard Model has an inherent lepton number conservation which leads to massless neutrinos. The Nobel Prize winning discovery by Takaaki Kajita and Arthur B. McDonald of neutrino oscillations, requiring neutrinos to have mass, gave experimental evidence of the shortcomings of the Standard Model as a complete theory. [32] This also opened up the lepton number conservation rule to more scrutiny. The search for neutrinoless double beta decays and specific proton decays which would support Lepton number violation are underway. [33] [34]

The concept of a conserved quantity determined from a combination of lepton number and baryon number is also emerging in many GUTs. The most common one is the $B-L$ conservation. This would open avenues for the existence of both lepton and baryon number violation. These violations are still being searched for, and the occurences of these processes are predicted to be very small. [33] [34]

### 2.4.2 CP Violation

Besides these number violations, $C P$ violation can be used to account for the asymmetry. This is a violation we can observe in the decay of the $\tau$. Charge Conjugation $(C)$ is an operation of changing a particle to its anti-particle.

$$
\begin{equation*}
C|p\rangle=|\bar{p}\rangle . \tag{2.18}
\end{equation*}
$$

It arises from the fact that electrodynamics is invariant under a change in sign of all electric charges. $C$ is conserved in both electromagnetic and strong forces. However it is not conserved in the weak force. This is most clearly seen in the interaction with leptons since the charge conjugation operator applied to a normal left-handed neutrino will create a left-handed anti-neutrino which does not exist. Parity $(P)$ is an operation of inversion (creating an upside down and backwards image of the original).

- Scalar: $P|s\rangle=|s\rangle$
- Pseudoscalar: $P|p\rangle=|-p\rangle$
- Vector: $p|v\rangle=|-v\rangle$
- Pseudovector: $p|a\rangle=|a\rangle$

The idea is the inversion of any process follows the same rules as the original process. In electromagnetic and strong interactions, this is once again conserved. In the weak interactions this is strongly violated. This can be seen in several ways, but most notably in the handedness of the neutrinos and anti-neutrinos. These are always left-handed and right-handed respectively. The application of parity to a neutrino
would create a right-handed neutrino, but this is not experimentally seen and therefore cannot be considered conserved, as it is in the electromagnetic force. One reaction to the observed violations in $C$ and $P$, created the combined $C P$ operators as a conserved quantity. In fact, the combined symmetries are not violated when applied to the above neutrinos. A left-handed neutrino under $C P$ becomes a right-handed anti-neutrino as is observed. Looking at the decays of Kaons $K$, however, $C P$ violation was observed. Originally the $K^{0}, \bar{K}^{0}$ system was thought to decay according to two eigenstates of $C P, K_{1}$ and $K_{2}$ which decayed into $2 \pi$ and $3 \pi$ respectively and had lifetimes of $0.895 \times 10^{-10}$ s and $5.11 \times 10^{-8} \mathrm{~S}$ respectively.

$$
\begin{align*}
& \left|K_{1}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|K^{0}\right\rangle-\left|\bar{K}^{0}\right\rangle\right)  \tag{2.19}\\
& \left|K_{0}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|K^{0}\right\rangle+\left|\bar{K}^{0}\right\rangle\right) \tag{2.20}
\end{align*}
$$

It was determined later that the $K_{2}$ eigenstate decayed into $2 \pi$ which meant it was not a pure eigenstate and therefore $C P$ was violated. Further $K$ decays were studied and more evidence of $C P$ violation was found. This was a direct link to the matter and anti-matter asymmetry since there was a clear preference in decays to one over the other. [9] All the observed cases of $C P$ violation do not account for the full amount required by the Sakharov condition. Therefore the search continues for more avenues of this violation, and the Higgs Boson could contain such avenues. The current constraints on the Higgs boson interactions, still allow for large coupling deviations. Further the $H \rightarrow \tau \tau$ decays, especially for $\tau_{\text {had }} \mathrm{s}$, there is a possibility to measure the $C P$ even/odd states of the Higgs. These are further discussed in [4][35].

## CHAPTER

## Probing the Standard Model

Many of the unanswered questions, and untested aspects of the Standard Model, lie in energy ranges which are not naturally accessible. In order to probe the theory and look for evidence of expansion and new physics, particle accelerators and colliders have been built which seek to create a high energy environment. In the following chapter, an introduction into the largest particle collider will be given (Section 3.1). The detector which is used as the basis of data collection for this thesis is covered (Section 3.2). Finally, the methods used for interpreting that data is discussed (Section 3.3). Within the last section, special emphasis is placed on the Tau Jet Reconstruction. For this, much of the information was taken from Reference [26] and [28].

### 3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is explicitly named. It is a circular particle accelerator 27 km in circumference (Large) which accelerates protons and heavy ions (Hadron) in opposite directions in order to collide them (Collider) at 4 different points. Its prime motivation upon concept was to probe the nature of the electroweak symmetry breaking discussed in Section 2.1.2. This was believed to be carried out by the Higgs Field. The direct evidence of this along with the accompanying theory led to Peter Higgs and Francois Englert receiving the Nobel Prize in Physics [16]. The LHC is the most powerful accelerator in existence. It resides 100 meters underground on the border between France and Switzerland at The European Organization for Nuclear Research (CERN). [36] The LHC was created to facilitate collisions with a center-of-mass energy up to $\sqrt{s}=14 \mathrm{TeV}$, and deliver a luminosity $\mathcal{L}$ up to $10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ [37].

There are four experiments set up at the LHC. The positions can be seen in Figure 3.1. At point 2, the ALICE experiment is set up. ALICE (A Large Ion Collider Experiment) is a heavy-ion detector focusing on the strong interaction sector of the Standard Model. It seeks to discern information about physics at the energy levels of the early universe. [40] At point 5 stands the Compact Muon Solenoid (CMS) detector. It was designed to study a broad range of high energy phenomenon and namely to study Higgs related processes. [37] The LHCb detector resides at point 8. The primary aim of this detector is to search for $C P$ violation and rare beauty and charm particle decays. [41] The fourth and final detector is the ATLAS detector at point 1. It is the main focus of the next section and like the CMS detector, its main goal was the detection of the Higgs Boson.

The production of physics processes which are of the highest interest are laregly dominated over


Figure 3.1: The location of the LHC. Taken from [38].


Figure 3.2: Production cross sections at different center-of-mass energies. Taken from [39].
by the cross section of background events. This comes from the fact that these processes either contain massive particles or are characterized by electroweak cross sections. While this problem is not resolved at higher energies, it is lessened specifically for the Higgs production. Figure 3.2 shows the cross sections over a range of center-of-mass energies. It can be seen that the major $Z$ background rises significantly less than the production cross section of $H$. However, both the QCD Jet production and $Z$ production cross sections are magnitudes higher than the target $H$. This emphasises the importance of accurate background and event separation techniques. [39]

### 3.2 ATLAS

After the discovery of the Higgs Boson, there still remain several questions about the exact properties it holds. The ATLAS detector is also set up to provide information in several other areas of high energy physics. The ATLAS detector is continually undergoing design improvements as new technology becomes available. Simultaneously, the methods for analyzing the data of previous runs, and the framework to analyze future runs is constantly being revised. The limits of physical detection resolution and accurate analysis of the signatures left in the detector are being pushed. In the following sections, the various aspects of the ATLAS detector will be discussed. The system as a whole can be seen in Figure 3.3 and more in-depth information can be found in Reference [42], from which much of the information in these sections is taken.


Figure 3.3: Overview of the ATLAS Detector. Taken from [42].

### 3.2.1 Coordinate System

The coordinate system used to describe the events which take place in a collision is optimized for the experimental setup. The origin is placed at the nominal interaction point in the center of the detector.

The coordinate system is right handed with the $z$-axis oriented along the beam line and the $y$-axis pointing upwards. The collision of two protons is really a collision of the partons which are contained in the proton as discussed in Section 2.2.2. To this effect, it is not possible to determine the exact momentum which went into the collision. Additionally, particles resulting from the collision have a boost in the z direction from the mismatched energies of the colliding partons. Therefore rapidity is introduced which relates the frame of the boosted objects to a frame which is perpendicular to the beamline. [8]

$$
\begin{equation*}
y=\frac{1}{2} \ln \left(\frac{E+p_{z}}{E-p_{z}}\right) \tag{3.1}
\end{equation*}
$$

This is further simplified to pseudorapidity when it is assumed that the mass of the particle is much less than the energy. [8]

$$
\begin{equation*}
\eta=-\ln \left(\tan \frac{\theta}{2}\right) \tag{3.2}
\end{equation*}
$$

The pseudorapidity is minimal when perpendicular to the $z$-axis and maximal when parallel. There are two main advantages to this parameter. First, the differences in $\eta$ are Lorentz invariant. Second, the number of emerging particles is roughly equal in each $\Delta \eta$ interval. Since the initial energy in the beamline direction is unknown, the transverse momentum is used instead, where one can take advantage of momentum conservation. [8]

$$
\begin{equation*}
p_{T}=\sqrt{p_{x}^{2}+p_{Y}^{2}} \tag{3.3}
\end{equation*}
$$

Finally, the separation of two particles is measured in terms of $\Delta R$ which combines the above pseudorapidity $\eta$ with the azimuthal angle $\theta$.

$$
\begin{equation*}
\Delta R=\sqrt{(\Delta \theta)^{2}+(\Delta \eta)^{2}} \tag{3.4}
\end{equation*}
$$

### 3.2.2 Tracking System

The tracking system is the first line of detection for particles resulting from the proton-proton collision. There is a high density of such particles, approximately 1000 every 25 ns within $|\eta|<2.5$. The entire Inner Detector is subject to a 2 T magnetic field which bends the charged tracks, giving a means of momentum calculation based on the curvature. The Inner Detector (ID) pictured in Figure 3.4 must have very fine detector granularity. In fact, the ID was designed to be at the limit of technological ability. The Inner Detector is composed of three independent, complimentary sub-detector systems, the pixel detectors, the silicon microstrip (SCT) detectors, and the Transition Radiation Tracker (TRT) detectors. The pixel detectors reside closest to the beam, along with the SCT detectors. There are three original pixel layers which are each segmented in $R-\phi$ and $z$ and a fourth inner layer which is added in the upgrade of the ATLAS detector for Run 2. [43]

The SCT detector consists of 8 strip layers which should be crossed by each tracks. In the barrel region, these are situated along with the pixel detectors in concentric cylinders around the beam axis. At the end-cap regions, both SCT and pixel detectors are situated on disks perpendicular to the beam. Together the two detector subsystems cover a range of $|\eta|<1.7$ for two permanent barrel layers, $|\eta|<2.5$ for one removable barrel layer, and $1.7<\eta<2.5$ in the endcaps on each side. [44]

Lastly a gaseous detector, the TRT provides additional $R-\phi$ information at a larger radius than the


Figure 3.4: View of the Inner Detector. Taken from [42].
previous detectors. The TRT contains a large number of 4 mm straw tubes which record a high number of hits per track. The TRT supports track following up to $|\eta|=2.0$. It also aids in the identification of electrons as transition-radiation photons are detected within it. Altogether, the three detector parts provide tracking information to match the range covered by the calorimeters. They also aid in vertex reconstruction for heavy particles, and $\tau$-tagging. [42]

### 3.2.3 Calorimeter System

The Calorimeter system encircles the Inner Detector. The main goal of the calorimeters is to have incoming particles deposit the entirety of their energy. There are two systems of calorimeters, the electromagnetic calorimeter (eCAL) and the hadronic calorimeter (hCAL), the entire setup is shown in Figure 3.5.


Figure 3.5: View of the Calorimeters. Taken from [42].

Particles which interact via electromagnetism (electrically charged particles and photons), will
interact with the eCAL. The calorimeter is an alternating layer, lead-LAr detector. The lead layer acts as a passive absorber material which interacts with passing charged particles and photons, creating narrow electromagnetic showers. Some neutral particles will also leave signatures here. These are particles, like the neutral $\pi^{0}$, which can decay to charged particles. The neutral $\pi^{0}$ for example will decay to photons which then also may undergo pair production. The Liquid Argon (LAr) layer is ionized from the showers created in the lead layer, resulting in a signal proportional to the energy of the passing particle. Ideally, this would completely stop all particles which interact mainly though electromagnetic force. To accomplish this, a thickness of more than 22 radiation lengths $X_{0}$ is designed for the barrel, and more than $24 X_{0}$ in the endcaps. The radiation length is the thickness of a material required for a passing electron to reduce its energy by a factor of $\frac{1}{e}$. [45] The barrel portion covers a range of $|\eta|<1.475$ while the endcap covers $1.375<|\eta|<3.2$. For the region which is complemented by the Inner Detector, $|\eta|<2.5$, the eCAL has 3 sections and for the additional range, there are 2 sections.

Particles which are not stopped completely in the eCAL, will then pass through the Hadronic Calorimeter (hCAL). It is similar to the eCAL in its active and passive absorption design. There are three setups for the hCAL. The first, the tile calorimeter, is placed directly outside the EM calorimeter and consists of a barrel and extended barrel component. The passive material is steel and the signal material is scintillating tiles. The total thickness covers 9.7 interaction lengths $\lambda$. The interaction length is the mean free path a particle travels before scattering inelastically. [45] The second hCAL component is the LAr end-cap calorimeter. The detector contains layers of copper and LAr and extends through $1.5<|\eta|<3.2$. Thus, it overlaps at with the ends of the other two hCAL components. Lastly, the third component is the LAr forward calorimeter. This extends the coverage of the calorimeter to $3.1<|\eta|<4.9$. The layers of this detector start with copper and then move to tungsten as the passive absorption material. Again, the LAr acts as the active component. [42] The combined density of the calorimeters, causes the likelihood for a particle to punch-through the system to be significantly low. The exceptions include muons and neutrinos. The latter is not detectable in the ATLAS set-up and the former is detected in the muon detection system.

### 3.2.4 Muon System

The muon system is the last system of the ATLAS apparatus and can be seen in Figure 3.6. The muons entering the muon detection chambers are deflected by a magnetic field set up so that the field lines are perpendicular to the beam pipe. In the barrel region, there are three layers of chambers in cylinders around the other detectors. The end-cap and transition regions have three layers of planes which are aligned perpendicular to the beam. The curvature of the muon tracks which are detected in these chambers, allow for the measurement of muon momentum. Additionally, the time resolution in this system allows for an effective fast-trigger decision in the trigger system.

### 3.2.5 Trigger System

The collisions in the LHC have a bunch spacing of 25 ns , a center-of-mass energy of 13 TeV , a peak luminosity of $1-2 \times 10^{3} 4 \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ and a peak number of collisions per bunch at 25-50. [46] For these parameters, it would be impossible to store and analyze every event. Therefore, it is important to focus on the events which are of special interest. This is done through a trigger system which looks for key signatures of interesting events and stores the data only for these events. A detailed overview of


Figure 3.6: View of the Muon Detector system. Taken from [42].
the requirements of the trigger system is found in Reference [47] and the upgraded requirements for the aforementioned parameters can be found in Reference [46]. The event rate for run 2 of the LHC would mean a recording rate of 40 MHz , however with the combination of a hardware level-1 and software-based high-level trigger, the actual storing of information is brought down to 100 kHz and then further to approximately 1 kHz . These triggers work together using criteria such as $p_{T}, E_{T}^{\text {miss }}$, angular separation, and invariant mass, among others. The event triggers are specific for tagging and recording, depending on which physical processes are deemed of interest.

### 3.3 Event Reconstruction

Every particle which interacts with the ATLAS detector leaves a signature. The difficult task is to interpret these signatures and work backwards to determine which particles they originate from. An overview of the processes currently used to identify particles by their signals is given in this section.

### 3.3.1 Electrons and Photons

Photons are classified into two categories, unconverted photons and converted photons. The latter are photons which have created electron-position pairs. The photons themselves are expected to leave signatures which contain little to no deposits in the hCAL. They leave rectangular shaped clusters in the eCAL, and pairs of oppositely charged tracks for converted photons, or no tracks for unconverted photons. Three criteria are used to separate prompt photons from other signals, $E_{T}^{i s o}<0.065 \cdot E_{T}$, $p_{T}^{i s o}<0.05 \cdot E_{T}$, and $\Delta R<0.2 . E_{T}^{i s o}$ is the sum of energies in the clusters of the calorimeters minus the photon candidate energy. $p_{T}^{i s o}$ is similarly calculated using tracks which pass specific qualifications instead of cluster energy information. Lastly, a constraint on the $\eta$ region is imposed to ensure that the entire photon shower is contained withing the detector. [48] More detailed information of photon reconstruction can be found in Reference [49].

Electrons have the tendency to lose energy via bremsstrahlung radiation. The radiated photons can also be converted or unconverted, creating electron-positron pairs which also leave energy deposits in the detector. These interactions can occur anywhere along the path of the primary electron, leaving a spread of signals in the respective detection system. The resulting spread is generally very collimated. The tracks and eCAL clusters are examined together, they must fulfill spatial requirements $\left|\eta_{\text {cluster }}-\eta_{\text {track }}\right|<0.05$ and $-0.1<\Delta \phi<0.05$. More information on this process can be found in Reference [50].

### 3.3.2 Muons

Muon detection is a combination of the Inner Detector tracks, the calorimeter deposits for a minimally ionizing particle, and Muon Spectrometer tracks. The emphasis is placed on the Inner Detector (ID) and Muon Spectrometer (MS). Four types of muons are reconstructed in the detector: [51]

- Combined muons which use a combination of ID tracks complementing MS tracks.
- Standalone muons which have reconstructed MS tracks which are detected outside the range of the ID ( $|\eta|>2.5$ )
- Segmented-Tagged muons which have low transverse energy and thus do not permeate the entire MS, but are matched to an ID track.
- Calorimeter-Tagged muons which cover a difficult region for the MS reconstruction $|\eta|<0.1$ and uses ID track information with calorimeter energy deposits.

The default muon reconstruction includes a combination of combined and standalone muons. Several optimisation criteria for each of the muon types and situations are defined further in References [52] and [51].

### 3.3.3 Jets

Jets are clusters of hadrons which leave energy deposits in the ATLAS detectors and originate from the same particle. [53][26] They are expected to occur from the Hadronization process (discussed in Section 2.1.3). These hadronization jets retain the name Jet while Jets formed from other events are named by the event (i.e. a hadronically decaying tau creates a jet which is named tau jet to differentiate it). The specific requirements for finding each type of jet for different situations varies. The basic structure of two of these procedures will be summarized here.

A fixed cone algorithm is used with the energy deposits collected by the calorimeters as input. These inputs are arranged by transverse momentum in descending order. A seed minimum energy threshold is determined as well as a fixed cone radius. The first input is compared to the threshold, and when it is of higher energy, it is used as a seed. A cone with the fixed cone radius chosen earlier is put around the seed. All inputs within the cone are combined and this creates a new seed which shifts the cone. The process is repeated until the cone no longer shifts and the resulting inputs which make up the seed are considered a jet. Then the next input from the list of ordered inputs is used as a seed. The process continues until all inputs which pass the minimum energy threshold have been used to create jets. The inputs, which have been used to construct one jet, may in turn be used to construct another creating an overlap between jets. A further step to correctly cluster the jets is to introduce a
merging and splitting iteration. This looks at the shared constituents and the percent of energy of the smaller jet that it accounts for. When the shared energy makes up a large portion of the smaller jet, the jets are combined. Conversely when it is a low energy, the jets are split.

A second algorithm is a sequential recombination algorithm, specifically the $k_{T}$ algorithm for ATLAS. Every reconstructed detector object with an associated 4 momentum is put into a list. The objects are evaluated as pairs and individually by their relative transverse momentum squared $p_{T}^{2}$. The minimum $p_{T}^{2}$ from all possible pair combinations and single objects is determined. When the minimum is a pair, the pair is combined into one object and the process repeats. When the minimum is a single object, that object is labeled a jet and removed from the listing. In this process, a term is added to the $p_{T}^{2}$ which is related to a distance of separation between two objects.

$$
\begin{equation*}
\Delta R=\sqrt{(\Delta \eta)^{2}+(\Delta \phi)^{2}} \tag{3.5}
\end{equation*}
$$

In the ATLAS experiment, $\Delta R<0.4$ for the $k_{T}$ algorithm. This allows some control over the size of a jet. [26] More information over the $k_{T}$ algorithm can be found in Reference [54].

### 3.3.4 Taus

As introduced in Section 3.2, the tau lepton is recognized by its lifetime and hadronic decay channels. It can be seen in Figure 2.10 that the tau decays leptonically in $35 \%$ of events and hadronically in the other $65 \%$. The leptonic decays of taus are reconstructed similarly to the electron and muon reconstruction methods. These are specifically difficult because of the undetected tau neutrinos, making the tau decay to lighter muons, and the direct creation of lighter muons hard to distinguish. The focus here will be on the hadronically decaying taus. Here the jet objects from the $k_{T}$ algorithm (discussed in the previous section) are used as seeds themselves to a reconstruction of tau decay. Each jet object which exceeds a certain transverse momentum is considered as a possible tau jet. [55][28]

## Tau Jets

There are some unique properties to the hadronic tau decays which help to separate it from other events. First, the decay products of the tau will be boosted in the same direction as the tau flight. The energy related to this boost has an effect on the degree of collimation of the decay products in the lab frame. This will cause some difficulty in vertexing which is also discussed in Section 5.1. However, this also means the jet objects from the previous section can be further parsed by narrowing $\Delta R<0.2$. This can be seen in Figure 3.7. Once the jet objects encompass a smaller separation allowance, several other options are available to differentiate the tau jets from other jets. A Jet discrimination process is followed using cut based selection, projective likelihood identification, and identification with boosted decision trees. More detail on this process can be found in Reference [55]. The unique hadronic decays of the tau leave 1 track in the tracking system for 1 pXn decays, 3 for 3 pXn decays and 5 for the rarer 5 pXn decays. With this information, criteria can be set on the number of tracks a jet contains. It is also useful to check that the reconstructed tracks originate from the same place. Tracks in close proximity can be erroneously contributed to the same jet. One method to account for this is to take the leading track in the jet (the track with highest $p_{T}$ ) and compare its impact parameter to the other tracks. When the difference between impact parameters is low, the tracks are said to originate from the same event. Finally, the tau jet mass can be reconstructed from the visible decay elements. This is


Figure 3.7: Collimmation feature of tau jets. Taken from [56].
expected to be shifted slightly from the mass of the tau to account for the momentum carried by the neutrino. The method ATLAS uses for this mass reconstruction is the tau particle flow. This method is largely based on 4-momentum reconstruction from the visible tracks made by the decay products and the calorimeter deposits. [56][28]

## Expected Pion Signatures in the ATLAS Detector

There are certain signatures expected from the decays of taus. The charged pions typically interact directly with the detector before decaying. They are tracked by the tracking system and interact with the calorimeter. For the relevant range, $15 \mathrm{GeV}<p_{T}<100 \mathrm{GeV}$, the tracking system has the better performance. However the depositions in the calorimeter help to identify charged pions because of the shape of the shower created there. From these tracks, the momentum, charge, and direction can be determined. A pion mass is associated with the tracks for the reconstruction. $2 \%$ of tau jets will have the wrong number of tracks associated with them. [28] The neutral pions will decay to a pair of photons with a branching ratio of about $98 \%$. [12] Half of these photons interact with the beam pipe and inner-detector material to create $e^{+}$and $e^{-}$pairs which leave tracks in the ID and deposits in the eCAL. This leads to wider jet signatures and decreases the efficiency of separation from the background. The photons which do not create these pairs also leave eCAL deposits but no tracking information in the ID. The shower they produce there can be separated from the charged pion deposits by the shape. The majority of the energy from the neutral pion is deposited in the first EM detector, while the charged pion leaves a regular staggered energy deposit in each of the sequential EM calorimeters. This also comes with challenges since the boosted particles will often leave overlapping
energy deposits. In the case of five charged pion decays, the branching ratio is very low, and the jet becomes less collimated making it also difficult to distinguish from background. For this reason, only decays with 1 or 3 charged hadrons are considered for tau reconstruction. The efficiency matrix for decay mode reconstruction can be seen in Figure 3.8. More information on the reconstruction can be


Figure 3.8: Decay mode efficiency matrix showing the probability of a reconstructed decay mode given a certain generated decay mode. Taken from [28].
found in References [28], and [55].

### 3.3.5 Vertex and Track Association

The proton-proton collisions at the LHC are used to generate hard scattering interactions. However, these are not the only interactions which can occur, and in fact several other soft processes occur which create a background noise in the detector. Such processes are termed pile-up and can affect the collision of creation as well as the preceding and subsequent collisions. [57] Typically, the primary vertex (which is from the hard scattering) has the most associated tracks. However, as the number of pileup interactions increases, the likelihood of incorrectly identifying the primary vertex also increases (Figure 3.9). The Tau Jet Vertex Association (TJVA) is an algorithm for determining the true primary vertex amidst the increased pileup. For each vertex candidate, a Jet Vertex Fraction $F_{J V F}$ is determined by taking the sum of momentum of each $\tau$ jet track associated to the vertex and dividing by the sum of momentum from all $\tau$ jet tracks

$$
\begin{equation*}
f_{J V F}(\mathrm{jet} \mid \mathrm{vtx})=\frac{\sum p_{T}^{\mathrm{trk} \mid \mathrm{vtx}}}{\sum p_{T}^{\mathrm{trk}}} \tag{3.6}
\end{equation*}
$$

An illustration of the algorithm is shown in Figure 3.10. The tracks which are used with each $\tau$ jet before using the algorithm are: [58]

1. $p_{T}>1 \mathrm{GeV}$,
2. Number of ID pixel hits $\geq 2$,


Figure 3.9: $\tau$ track selection efficiency for hadronically decaying $\tau \mathrm{s}$ at different mean values of pile up events. Taken from [58].


Figure 3.10: A simple example of the algorithm used in the TJVA. Taken from [58].
3. Number of ID pixel and SCT hits $\geq 7$.

After the $f_{J V F}$ is assigned, further criteria are added:

1. $\left|d_{0}\right|<1.0 \mathrm{~mm}$,
2. $\left|z_{0} \sin \theta\right|<1.5 \mathrm{~mm}$,
$d_{0}$ and $z_{0}$ represent the distance of closest approach. Assigning these after vertex selection decreases the likelihood that a $\tau$ track is rejected due to an erroneous first primary vertex assignment. [58]

### 3.3.6 Missing Transverse Energy $\boldsymbol{E}_{\boldsymbol{T}}^{\text {miss }}$

$E_{T}^{m i s s}$ should include the energy which was not measured by the detector. This includes the energy which is carried by rarely-interacting particles like neutrinos. The $E_{T}^{m i s s}$ is calculated based on the reconstruction of each of objects occurring in an event. Because the transverse energy of the colliding partons is zero, the sum of all transverse energies of resulting objects should also add to zero. The $z$-component of the energy is not known exactly and so momentum conservation cannot be exploited to the same degree as the transverse directions. The energy of those particles which did not interact with the detector can then be determined as the deviation from zero in the following equation [59]

$$
\begin{equation*}
E_{x, y}^{m i s s}=-\left(\sum p_{x, y}^{e}+\sum p_{x, y}^{\gamma}+\sum p_{x, y}^{\tau_{\text {had }}}+\sum p_{x, y}^{\mu}+\sum p_{x, y}^{j e t}+p_{x, y}^{s o f t}\right) \tag{3.7}
\end{equation*}
$$

The soft term in Equation 3.7 comes from the tracks which were not used in the reconstruction of any objects but were associated to the event vertex. The used observables for the missing energy can be determined using Equation 3.7 [59]

$$
\begin{gather*}
E_{T}^{m i s s}=\sqrt{\left(E_{x}^{m i s s}\right)^{2}+\left(E_{y}^{m i s s}\right)^{2}}  \tag{3.8}\\
\phi^{m i s s}=\tan ^{-1}\left(\frac{E_{y}^{m i s s}}{E_{x}^{m i s s}}\right) \tag{3.9}
\end{gather*}
$$

This gives a final magnitude and direction of the combined $E_{T}^{m i s s}$ for the event. Further information on this process can be found in References [59] and [60].

### 3.4 Data and Simulations

Modeling High energy collisions of composite particles (like the proton) can prove challenging. Several physical processes which occur within the collisions are non-perturbative and cannot yet be calculated. Other perturbative processes which can be calculated are still computationally difficult and become even more so as calculations of higher order interactions are performed. The range of momentums involved with each run $(\mathrm{GeV}$ to TeV$)$, as well as the number of particles $(O(100)-O(1000)$, requires a robust calculation to recreate the event. [61] In order to do this, Monte-Carlo methods are used (a short introduction to Monte-Carlo methods is given in Section 4.1.1) to provide simulations of the collision event and the particles produced. [62]

The initial simulation of events producing particles is referred to as true or truth information. After the simulation of the event, the detector must also be simulated along with what signatures the simulated event would leave there. The reconstruction techniques mentioned earlier are applied to these simulated signatures, and the resulting information is called reconstructed information. For example, with the full simulation data for a single $H \rightarrow \tau \tau$ event, a true $\tau$ object which has the truth information from the event simulation will exist alongside a reconstructed $\tau$ object which is reconstructed using the methods from Section 5.1 applied to the simulated detector response.

For all events in this thesis, the same simulated sample of events were used for $H \rightarrow \tau \tau$ processes, mc16_13TeV.345123.PowhegPy8EG_NNLOPSn_nlo_30_ggH125_tautauh30h20.recon.AOD.e5814_s3126_r10201. Three separate samples for $Z \rightarrow \tau \tau$ were used, mc16_13TeV.361108.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Ztautau.recon.AOD.e3601_s3126_r9364, mc16_13TeV.361108.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Ztautau.deriv.DAOD_HIGG4D3.e3601_s3126_r10239, mc16_13TeV.361108.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Ztautau.recon.AOD.e3601_s3126_r10724. These samples were generated using POWHEG along with PYTHIA8. More about the specific generators can be found in References [63], [64], [65], and [66].

## CHAPTER 4

## Higgs Boson Mass from $\tau$ Decay

### 4.1 Monte-Carlo Methods

Monte Carlo methods are a class of computational algorithms which use repeated random sampling to approximate distributions and solutions. These random samples are taken from a given probability distribution so that as the number of samples increase, the accuracy of the approximation also increases. This way, the characteristics of a distribution can be determined directly from the sampled objects, which can be faster and easier to do than analytical integration. [67]

### 4.1.1 Markov Chain Monte-Carlo (MCMC)

The MCMC is a special class of Monte-Carlo algorithms. It is set apart by the sequential nature of the random sampling process. For the target distribution which would be sampled, a set of states exist which are possible. Each of these states has a probability of being accepted after being randomly selected. This probability is related directly to the current state but not to any previous states. An example may run as follows:

1. Start with a probability density and randomly generate one sample from within it. This sample has a probability associated to the probability density from which it was sampled.
2. Now randomly sample from the distribution again. This new sample also has a probability associated with it.
3. Compare the probabilities of each sample from 1 and 2.

- If the probability from 2 is higher than 1 , then the sample from 2 is accepted and becomes the current state.
- If the probability from 1 is higher than 2 , then randomly decide if 2 is accepted and becomes the current state, using an acceptance value which is proportional to the difference in probabilities.

4. Using the current state as in 1 , repeat the process starting at 2.

When performing this type of algorithm, it is important to pick a good starting point. When the starting point is in the tail of the distribution, or outside the distribution altogether, the resulting sampling
will not accurately represent the distribution. It is also possible to overcome this by not including the initial steps in the final collection of samples. The amount of steps to ignore is proportional to the relative distance from the center of the target distribution. An example of distribution modeling at different starting points can be seen in Figure 4.1. More information on MCMC algorithms can be found in Reference [68], which is where much of the information in this section was taken.


Figure 4.1: From left to right the distributions on top show the accepted sampling values from MCMC at each iteration while the bottom shows the dashed PDF of a gaussian centered at 100 with the solid line of total samples accepted from the MCMC process with starting points farther away from the center of the target distribution. Taken from [68].

### 4.1.2 Metropolis Hastings (MH) Algorithm

This section is an overview of the MH algorithm (gathered mostly from Reference [69]) which is implemented in both the MMC (Section 4) and in the additional vertex studies (Section 5.3.2). The MH algorithm is advantageous for its versatility and relative simplicity in the MCMC category. Using this algorithm, the entire distribution is modeled by sampling locally until a global picture is uncovered. The MH requires two distributions, the target distribution $\pi$, and the conditional density $q$, also called the proposal kernel. The general process of the algortim is:

1. Start with the value $x$ at the current position $t$ within the Markov Chain $X^{(t)}=x$.
2. Generate a new random value $y$ from the domain of $\pi$.
3. Determine the probability with which $Y$ becomes the next value in the MCMC $X^{(t+1)}$.

- $\frac{\pi(y)}{\pi(x)} \frac{q(x \mid y)}{q(y \mid x)}$

4. Accept $X^{(t+1)}=y$ or reject $X^{(t+1)}=x$ with the probability from 3 .
5. Repeat from 2.

This method is sensitive to the conditional density $q$. When 4 is too restrictive, the algorithm is unable to step to all areas within a distribution. This results in a highly weighted representation of the local distribution, with little to no samples from other areas. Generally, ensuring that $q$ is positive in the entire domain of $\pi$ allows for a representative sampling. Even with this condition, the amount of iterations required to accurately represent the distribution is dependent on $q$. In fact, the versatility of this algorithm allows for almost any choice of proposal kernel $q$. The choice however has a direct impact on the convergence of the algorithm. It is therefore important to select a good choice of $q$ so that the required iterations remain relatively low. This process is used to probe the parameter space for neutrino solutions (Section 4.2.2) and to find useable solutions to the vertex based $\mathbf{P}_{\tau}$ reconstruction (Section 5.3.2).

### 4.2 Missing Mass Calculator (MMC)

The goal of the MMC is to reconstruct the event kinematics of decays to two $\tau \mathrm{s}$. Since the information provided by the detector is incomplete (neutrinos are rarely reacting and the energy they carry is therefore unknown), the reconstruction cannot be exactly determined. However, the resolution of such solutions can be improved and in this section the methodology for such improvement is introduced. Most of the information in this chapter is taken from References [70] and [7], and more information on the MMC can be found there.

### 4.2.1 $\tau \tau$ Event Kinematics Reconstruction

The MMC makes two assumptions when reconstructing the event kinematics. First, that the $\tau$ is highly boosted, $m_{H / Z} \gg m_{\tau}$. Second, neglecting detector resolutions and other detection limitations, the only objects not accounted for in the detector reconstruction are the neutrinos. Each neutrino will then have three unknown parameters corresponding to the three-dimensional momentum vector. In the case that the $\tau$ s decay leptonically, there is an additional unknown in the invariant mass of the associated neutrino system. Therefore every reconstruction includes at least six and at most eight unknown parameters. The Equations which describe the kinematics are [7]

$$
\begin{gather*}
E_{x}^{m i s s}=p_{v}^{l} \sin \theta_{v}^{l} \cos \phi_{v}^{l}+p_{v}^{s} \sin \theta_{v}^{s} \cos \phi_{v}^{s}  \tag{4.1}\\
E_{y}^{m i s s}=p_{v}^{l} \sin \theta_{v}^{l} \sin \phi_{v}^{l}+p_{v}^{s} \sin \theta_{v}^{s} \sin \phi_{v}^{s}  \tag{4.2}\\
\left(M_{\tau}^{l}\right)^{2}=\left(m_{v}^{l}\right)^{2}+\left(m_{v i s}^{l}\right)^{2}+2 \sqrt{\left(p_{v i s}^{l}\right)^{2}+\left(m_{v i s}^{l}\right)^{2}} \sqrt{\left(p_{v}^{l}\right)^{2}+\left(p_{m i s s}^{l}\right)^{2}} \tag{4.3}
\end{gather*}
$$

$$
\begin{equation*}
\left(M_{\tau}^{s}\right)^{2}=\left(m_{v}^{s}\right)^{2}+\left(m_{v i s}^{s}\right)^{2}+2 \sqrt{\left(p_{v i s}^{s}\right)^{2}+\left(m_{v i s}^{s}\right)^{2}} \sqrt{\left(p_{v}^{s}\right)^{2}+\left(p_{m i s s}^{s}\right)^{2}} . \tag{4.4}
\end{equation*}
$$

$m_{v}$ is the invariant mass term associated with a leptonically decaying $\tau$ systems. The superscrptse $l$ and $s$ stand for leading and subeading. These describe an identification characteristic for the separate $\tau \mathrm{s}$ in ditau events. The leading $\tau$ is the one with higher $p_{T}$. The work in this thesis uses only the hadronically decaying $\tau$ s and therefore this term is always zero. The higher number of unknowns than equations prevents exact solutions. However, it is possible to weight solutions based on the likelihood of occurrence. For example, the angle between $\mathbf{p}_{v i s}$ and $\mathbf{p}_{v}$ can be extrapolated from the $\tau$ decay kinematics.

### 4.2.2 Weighting Reconstruction Solutions

A Markov Chain Monte Carlo Method, the Metropolis Hastings Algorithm (see Section 4.1.2) is used to scan the parameter space. This parameter space is filled by the $x$ and $y$ components of the neutrino momentums, which combined make up the $E_{T}^{m i s s}$ variable. The best solution is determined using a likelihood approach. The total weight of each proposed solution is a sum of sub-weights determined from distributions based on an ensemble of simulated events [71]

$$
\begin{equation*}
\text { weight }=P\left(\Delta \theta^{l}\right) \cdot P\left(\Delta \theta^{s}\right) \cdot P\left(\Delta E_{T, x}^{\text {miss }}\right) \cdot P\left(\Delta E_{T, y}^{\text {miss }}\right) \cdot P\left(R^{l}\right) \cdot P\left(R^{s}\right) \tag{4.5}
\end{equation*}
$$

$\Delta \theta$ for leading and subleading $\tau$ s corresponds to the angle between $\mathbf{p}_{v}$ and $\mathbf{p}_{v i s} . P(R)$ is the ratio $\frac{p_{v}}{p_{v i s}}$ and $\Delta E_{T,(x, y)}^{m i s s}$ is the difference between the original values of $E_{T,(x, y)}^{m i s s}$ with the values from the scan. The probability distributions differ depending on the type of decay which occurs, two leptonically decaying $\tau \mathrm{s}$, one leptonically and one hadronically decaying $\tau$, or two hadronically decaying $\tau \mathrm{s}$. The hadronically decaying $\tau$ s also have separate distributions for decays containing one or three charged $\pi^{ \pm}$. For every event, a scan is performed by making an initial seed to an MH algorithm corresponding to the reconstructed neutrinos. Every iteration of the MH calculates the weight of the next proposed solution and follows the general process described in Section 4.1.2. Additional restrictions to these solutions are used in order to reduce execution time since unreal solutions may be iterated through in the MH without them.

The PDFs in the MMC are parametrised by $p_{T}$ and dependent on the decay type (leptonic or hadronic) and decay mode for hadronic decays. To illustrate some example PDFs, a specific event has been chosen from the $3 p 0 n$ decay mode and the $p_{T}$ of the $\tau \mathrm{s}$ ( 47639 for the leading $\tau$ and 42810 for the subleading $\tau$ ) from this event were used to generate the PDFs. (Figures 4.2(a), 4.2(b), 4.2(c), and 4.2(d)) The event used will be revisited in Chapters 6 as the example to show the effects of this study.


## chapter 5

## Introduction of Vertex Information

The reconstruction of the $\tau$ jet objects (see Section 3.3.4) includes information on both the primary (production) and secondary (decay) vertices of the tau. This information is not yet used inside the MMC (see Chapter 4) and the aim of the next two chapters is to include this information in an attempt to increase the accuracy of the MMC output. This starts with an analysis of the available vertex reconstruction in Section 5.1. Then a vertex-based kinematic solution is introduced in Section 5.2. From this solution new PDFs similar to those present in the MMC will be created. When the width of these PDFs is comparable or less than those in the MMC, it is expected that the MMC should improve. With this motivation, a single event PDF which is related to the event uncertainties themselves is thought to improve at least a portion of the events. Some of the difficulties which arise in this method are discussed as well as an approach to fix them (Section 5.3).

### 5.1 Vertex Reconstruction

The vertex information was determined in the event reconstruction algorithm in ATLAS. It is important to see the resolutions of these vertices as the accuracy of any value derived from vertex information will be heavily influenced by this resolution. It can be seen from Figure 2.10 that the percentage of taus which decay via $3 p 0 n$ is around $9 \%$. However, the events of highest interest have 2 taus decaying through this mode. A plot showing the percentage of events which pass this selection is shown in Figure 5.1. An investigation into the Vertex information for the specific $H \rightarrow \tau \tau \rightarrow 6 \pi^{ \pm} 2 v_{\tau}$ is assessed in the following sections. Using the notation defined in Section 2.3, the categories 0-4 in Figure 5.1 represent $1 p 0 n, 1 p 1 n, 1 p X n, 3 p 0 n$, and $3 p X n$ respectively. The $x$-axis is the leading $\tau$ and the $y$-axis is the subleading $\tau$. It can be seen that the target $3 p 0 n$ decay represented by category 3 for both the leading and subleading $\tau$ represent approximately $2 \%$ of all $H \rightarrow \tau \tau$ events. While this is a low percentage, it represents the case with the potential for the best reconstruction (no other neutral particles besides neutrinos, and multiple tracks for secondary vertex reconstruction). Therefore, this is the starting case, with room in the future to expand the process to include other decay modes.

### 5.1.1 Primary Vertex

The primary vertex of the Tau is the vertex where the Higgs Boson decays into two $\tau$ leptons. Because the Higgs decays so fast, it is not possible to separate the production vertex of the Higgs with the decay


Figure 5.1: Fraction of $\tau$ decays in $H \rightarrow \tau \tau$ events.
vertex of the Higgs. This means that the production vertex of the tau is the same as the production vertex of the Higgs. This vertex contains numerous tracks as seen in Figure 5.2, aiding in the resolution of the vertex position. However, there are still some difficulties in reconstructing this vertex. As


Figure 5.2: Number of reconstructed tracks associated with the primary vertex of ditau events with both $\tau \mathrm{s}$ in decay mode $3 p 0 n$.
mentioned in Section 2.2.2 and 3.2.1 the partons of the colliding particles do not generally carry the same energy. This results in a boost along the beamline in the $z$-axis. The degree of separation between tracks in this direction is then smaller, and the tracks are harder to separate the closer they are analyzed to the nominal production point. Due to this, the uncertainty along the $z$-axis is greater in the plane perpendicular to the beam. In Figures 5.3(a) and 5.3(b) the resolution in the $x$ and $y$-axes can be seen, while Figure 5.3(c) shows the $z$-axis resolution. The resolutions are determined as follows. First, a simulation of possible events which could occur in the proton-proton collision is created (for


(c) Primary vertex resolution on the $z$-axis
this thesis, only those events which contained $H \rightarrow \tau \tau$ decays were used). This is known as the truth information. Then a simulation of the ATLAS detector will give detection signatures which would be expected in such simulated events. These signatures are run through reconstruction algorithms, creating particle objects. This is known as the reconstructed information. The difference between the reconstructed information and the truth information, can then be analysed to determine a resolution, or spread in error. The distributions of the vertex errors were roughly gaussian (as seen in Figures 5.3(a), 5.3(b), and 5.3(c), and so a gaussian fit was administered to determine a one $\sigma$ width for the primary vertex, $\sigma_{x} \approx \sigma_{y} \approx 9 \mu \mathrm{~m}$ and $\sigma_{z} \approx 30 \mu \mathrm{~m}$.

### 5.1.2 Secondary Vertex

The relatively large mass of the $\tau$ lepton is reflected in its short lifetime as several more avenues of decay are available than the lower generation leptons. Even when boosted from the Higgs decay, the $\tau$ will not generally reach the Inner Detector (The first inner detector pixel resides 33.25 mm from the beamline. [72]) However, most $\tau \mathrm{s}$ will produce a large enough decay distance in the lab frame for the primary and secondary vertices to be distinguished. Figure 5.4 shows the spread of the decay distances in the lab frame. These are defined as the distance between the primary and secondary $\tau$ vertices. Since the $\tau$ decays before the start of the tracking system, the decay vertex must be reconstructed


Figure 5.4: Decay distance for the $\tau$ in the lab frame.
solely from the tracks of the decaying particles. The reconstruction of the secondary vertex is more difficult than the primary. A major reason is the lack of tracks associated to the vertex. Here, there should only be three as opposed to the large number of tracks typically associated with the primary vertex. The secondary vertex is boosted in the direction of $\tau$ flight. As with the primary vertex, this makes the position in the direction of the boost harder to determine. Since the tau is boosted along the $z$-axis, the largest component of the boost to its decay products lie in the $z$-axis. Therefore, it is possible to see a similar effect to the resolutions as was seen for the primary vertex, but scaled to higher errors. The $x$ and $y$-axes resolutions can be seen in Figures 5.5(a) and 5.5(b) respectively, and the $z$-axis resolution can be seen in Figure 5.5(c). The resolutions were calculated similarly to the primary vertex resolutions and the resulting uncertainties are $\sigma_{x} \approx \sigma_{y} \approx 100 \mu \mathrm{~m}$ and $\sigma_{z} \approx 1000 \mu \mathrm{~m}$.

### 5.2 Kinematics of the $\tau \rightarrow v_{\tau} 3 \pi^{ \pm}$Decay

The Kinematic reconstruction derived from the visible decay tracks is already implemented in the MMC. In this section $P_{\tau}$ and $P_{v}$ will be derived from both the visible tracks, and the vertex information. These newly derived solutions should complement the ones already in the MMC, and for some events give tighter constraints for more accurate reconstruction. First, the physical and mathematical concept of the reconstruction is realised in Section 5.2.1. Then, the handling of the errors arising from the vertex information is discussed (Section 5.2.2). An ambiguity which arises from this is briefly considered in Section 5.2.3 and in more detail in Section 6.2. Finally the 5 PDFs which will be added to the MMC are discussed in Section 5.2.4.

### 5.2.1 Kinematics from Vertex Information

The $\tau \rightarrow 3 \pi^{ \pm} v_{\tau}$ decay can be probed using the energy-momentum relation:

$$
\begin{equation*}
E_{\tau}^{2}=m_{\tau}^{2}+p_{\tau}^{2} \tag{5.1}
\end{equation*}
$$



(c) Secondary vertex resolution on the $z$-axis.

In terms of the $\tau$ four momentum $P_{\tau_{i}}$ with $i \in E, p_{x}, p_{y}, p_{z}$ the equation becomes

$$
\begin{equation*}
P_{\tau_{0}}^{2}=M_{\tau}^{2}+p_{\tau_{1}}^{2}+p_{\tau_{2}}^{2}+p_{\tau_{3}}^{2} \tag{5.2}
\end{equation*}
$$

Here, the components of $P_{\tau_{i}}$ cannot fully be realised since the neutrino component is not measured. Now, it is possible to add the information provided by the vertices. A $\tau$ flight direction can be determined by taking the shortest distance between the two vertices. This does not account for any curvature in the $\tau$ track. It is assumed that the distance in the laboratory frame is sufficiently small and the momentum of the $\tau$ is sufficiently large for this assumption to be accurate enough. The vector of tau flight is then given as $\mathbf{R}=\hat{r_{1}}, \hat{r_{2}}, \hat{r_{3}}$ with $(1,2,3)=(x, y, z)$. Using the substitution

$$
\begin{equation*}
\frac{p_{\tau_{1}}}{p_{\tau_{2}}}=\frac{\hat{r}_{1}}{\hat{r}_{2}}, \quad \frac{p_{\tau_{1}}}{p_{\tau_{3}}}=\frac{\hat{r}_{1}}{\hat{r}_{3}} \tag{5.3}
\end{equation*}
$$

Equation 5.2 becomes

$$
\begin{equation*}
p_{\tau_{0}}^{2}=m_{\tau}^{2}+p_{\tau_{1}}^{2}+\left(\frac{\hat{r}_{2} p_{\tau_{1}}}{\hat{r}_{1}}\right)^{2}+\left(\frac{\hat{r}_{3} p_{\tau_{1}}}{\hat{r}_{1}}\right)^{2} \tag{5.4}
\end{equation*}
$$

Equation 5.4 now has only 2 unknown variables, the energy of the $\tau P_{\tau_{0}}$ and the $x$ component of the $\tau$ momentum, $P_{\tau_{1}}$.

Similarly, the unknown $v_{\tau}$ four momentum can be described as

$$
\begin{equation*}
P_{v_{0}}^{2}=m_{v}^{2}+p_{v_{1}}^{2}+p_{v_{2}}^{2}+p_{v_{3}}^{2} \tag{5.5}
\end{equation*}
$$

where $m_{v}^{2}=0$ in the used calculation. From momentum conservation, $\mathbf{P}_{\tau}$ can be written in terms of $\mathbf{P}_{v}$ and $\mathbf{P}_{v i s}$

$$
\left(\begin{array}{c}
E_{\tau}  \tag{5.6}\\
p_{\tau_{x}} \\
p_{\tau_{y}} \\
p_{\tau_{z}}
\end{array}\right)=\left(\begin{array}{c}
E_{v i s} \\
p_{v i s_{x}} \\
p_{v i s_{y}} \\
p_{v i s_{z}}
\end{array}\right)+\left(\begin{array}{c}
E_{v} \\
p_{v_{x}} \\
p_{v_{y}} \\
p_{v_{z}}
\end{array}\right)
$$

$\mathbf{P}_{v}$ can be substituted using Equation 5.6.

$$
\begin{equation*}
\left(p_{\tau_{0}}-p_{v i s_{0}}\right)^{2}=\left(p_{\tau_{1}}-p_{v i s_{1}}\right)^{2}+\left(\frac{\hat{r}_{2} p_{\tau_{1}}}{\hat{r}_{1}}-p_{v i s_{2}}\right)^{2}+\left(\frac{\hat{r}_{3} p_{\tau_{1}}}{\hat{r}_{1}}-p_{v i s_{3}}\right) \tag{5.7}
\end{equation*}
$$

Now there are two equations (Equation 5.2 and Equation 5.7) with two unknown variables, $P_{\tau_{0}}$ and $P_{\tau_{1}}$. Although these equations may seem straightforward to solve, the solution is mathematically labored. The solution can be found in Appendix A.2. It was initially tested with random variables unrelated to expected $\mathbf{P}_{\tau}$ values. It was found to be accurate within $\approx 10^{-13}$. Then a test with the values from the simulations was conducted. The truth information was used to determine $\mathbf{P}_{v i s}$ and vertex positions for the $\tau$. These were then used to solve the equations shown in Appendix A.2. The true $\mathbf{P}_{\tau}$ was compared to the $\mathbf{P}_{\tau}$ which was calculated using the true $\mathbf{P}_{v i s}$ and vertex positions. Figures 5.6(a), 5.6(b), 5.6(c), and 5.6(d) show the results. The final solutions show a slight shift to values lower than the true value. However, the errors are mostly less than $0.02 \%$. Although this is not as accurate as the dummy data, it is still sufficient to believe that the solution can accurately be determined. The differences in error could come from the differences in the degree to which information was stored inside the respective four momentum objects.

### 5.2.2 Propagation of Errors

Once the validity of the Kinematic solution is determined using the truth information, it is important to ascertain the accuracy of the solution which comes from reconstructed information. The simulated detector response to the events is used to determine the values of $\mathbf{P}_{\tau}$. Again, $\mathbf{P}_{v i s}$ is determined from the tacks which are created in the detector and the vertex information is determined also from the track information. The large secondary vertex errors which were seen in Section 5.1.2 will contribute to the error in the total $\mathbf{P}_{\tau}$ determination. This is made very evident when only a portion of the total events $\left(\approx 40 \%\right.$ ) produce real numbers for the $P_{\tau}$ solution seen in Figure 5.7. The percentage by which the real-solution reconstructed values differ from the true solutions can be seen in Figures 5.8(a), 5.8(b), 5.8(c), and 5.8(d). The errors are increased here significantly. When fitting the core peaks to a gaussian, the mean was found to be shifted by $\approx 8 \%$ while the width was $\approx 17 \%$. These graphs did not include the $\approx 60 \%$ of events which returned unreal solutions. The specifics of this observed effect are covered in more detail in Section 5.3.

The initial approach to the large portion of unusable solutions, was to introduce two new selection



Figure 5.7: Boolean for useable solutions. 0 on the $x$-axis corresponds to a real solution. 1 corresponds to an unreal solution.

(a) Difference in true and reconstructed $P_{\tau_{0}}$ as a percentage of the true value.

(c) Difference in true and reconstructed $P_{\tau_{2}}$ as a percentage of the true value.

(b) Difference in true and reconstructed $P_{\tau_{1}}$ as a percentage of the true value.

(d) Difference in true and reconstructed $P_{\tau_{3}}$ as a percentage of the true value.
cuts. The first cut is on the $\tau$ flight distance error $\sigma_{R}$ as a proportion to the $\tau$ flight distance $R$. $R$ is the magnitude of the flight path of the $\tau$ determined directly from the two vertex positions. $\sigma_{R}$ is determined by error propagation from the six vertex position variables and their associated errors. All $\frac{R}{\sigma_{R}}$ values which were less than one were cut. These values corresponded to the events where the error of the flight distance was larger than the flight distance itself. In Figures 5.9(a) and 5.9(b), the distribution of $\frac{R}{\sigma_{R}}$ is shown.

Further a second selection criterion was added. This criterion was not based on the vertex error but on the correct identification of visible tracks. For a selection of events, the reconstructed momentum of the decay tracks differs significantly from the actual momentum of the particles which created the tracks. This can happen as an effect of the collimation of the particles, where some momentum left by one track is attributed to a different track. Therefore the momentum of the reconstructed tracks was matched to that of the true decay particles. When the difference exceeded $10 \%$ of the true decay particle's momentum, the event was cut from the used data. Figure 5.10 shows the distribution of momentum matched tracks for both leading and subleading $\tau \mathrm{s}$. This occurs after both the $3 p 0 n$ cut and the $\frac{R}{\sigma_{R}}>1$ cut are applied. This reduces the percentage of unusable events slightly as seen in Figure 5.11. Although several events still return unusable solutions, instead of placing more restrictive cuts, a method for obtaining useable solutions from those events was researched. An in-depth look at



Figure 5.10: The fraction of momentum matched tracks for leading and subleading $\tau \mathrm{s}$. The $x$-axis contains the number of tracks which were within $10 \%$ of the corresponding truth information for $3 p 0 n$ decays of the leading $\tau$. They $y$-axis contains the same for the subleading $\tau$.


Figure 5.11: Boolean for useable solutions after the addition of new cuts. 0 on the $x$-axis corresponds to a real solution. 1 corresponds to an unreal solution.
the process of recovering the events with unusable solutions is seen in Section 5.3
An initial goal of this study was to use the error of each individual event to constrain the PDFs introduced in Section 5.2.4. However, the solution seen in Appendix A. 2 proved more complicated than originally expected and an adequate method for propagating the errors from vertex positions to $\mathbf{P}_{\tau}$ solutions was ultimately not found. This remains an avenue of further improvement in the future and the alternative method which was instead used is detailed in Section 5.2.4.

### 5.2.3 Ambiguity in the $\boldsymbol{P}_{\tau}$ Solution

From Equation 5.2, it can be seen that every term is squared. This leads to a mathematical ambiguity in the solutions which arise. A more detailed look into this ambiguity, along with a physical explanation, can be found in Section 6.2. Initially, to perform the checks and tests in this chapter, the correct solution was chosen as the solution closest to the true solution. While this is quite effective for simulated data where the true solution is known, it is not a viable long-term solution. Therefore a method to either guess the correct solution or to consider both separately is required.

### 5.2.4 Event-by-Event PDFs

The solution to $P_{\tau}$ which has been determined using the methods discussed in the earlier sections of this chapter, must now be introduced to the MMC. Analogous to the already present PDFs, 5 variables calculated from the $\mathbf{P}_{\tau}$ are chosen. These are defined as missing transverse energy, $E_{T}^{\text {miss }}$, the angle between the neutrino and visible tracks for each $\tau, \vartheta_{v}^{l}$ and $\vartheta_{v}^{s}$, and the ratio of neutrino momentum to tau momentum for each $\tau, \frac{p_{v}^{l}}{p_{\tau}^{l}}$ and $\frac{p_{v}^{s}}{p_{\tau}^{s}}$. These are discussed in more detail in Section 6.1. It is important to note that these PDFs are the additions to the MMC and the way in which the vertex-based calculations influence the final mass reconstruction of ditau events. However, this chapter focuses mainly on the accuracy of the $P_{\tau}$ determination from which these values are calculated. Figures 5.12(e), 5.12(a), 5.12(b), 5.12(c), and 5.12(d) show the distributions of these values determined from the true values from simulation. These are the goal distributions for which the vertex-based solutions

are aiming.

### 5.3 Solving the NAN Value Problem

As mentioned in Section 5.2.2, a large portion of events have unusable values. This arises from a term underneath a square root in the solution. For every true event this term is positive. However for the reconstructed events, this term can become negative, due to the uncertainties in vertex determination. This term henceforth will be called the NAN term as it causes NAN return values when negative. There exists two such NAN terms for every $H \rightarrow \tau \tau$ event, one for each associated $\tau$. It only takes one of the two NAN terms to be negative, for the solution to be unusable. This section will discuss the process used to find a useable solution for these events. The sections follow in order with increasing complexity the evolution of the process. The complete steps for this are summarized in Figure 5.13 and this figure is referred to in each of the following sections.


Figure 5.13: A brief summary of the Steps used to find a useable $P_{\tau}$ solution.

### 5.3.1 Random Walk

Section 5.1 shows the error on each of the vertices used in this study. From these it can be seen how close the real position likely is, given a reconstructed vertex position. When taking the reconstructed vertex solution and moving it around inside a boundary defined by these error distributions, eventually either the true solution or a useable solution can be found. Thus a 9 -dimensional random walk was created to do exactly this. First, a boundary is set for each dimension using:

$$
\begin{equation*}
\pm B_{x_{i}}=x_{i} \pm 2\left(\sigma_{x_{i}}\right) \tag{5.8}
\end{equation*}
$$

and a step size is set using:

$$
\begin{equation*}
s_{x_{i}}=0.1\left(\sigma_{x_{i}}\right) . \tag{5.9}
\end{equation*}
$$

$\pm B_{x_{i}}$ represents the upper and lower boundaries, for each of the 9 vertex positions, $x_{i}$ and $s_{x_{i}}$ is the associated step size. The walk is allowed to iterate within the boundary, updating each position separately by the defined step size randomly forward or backward. This process is represented in the first 3 steps of Figure 5.13. What was determined from this, is that a large range of solutions will return a negative NAN term for several events. The problem of NAN values was reduced but with a large number of iterations of the random walk. The useable solutions which were found through the random walk were also often farther from the real solution than the initial trial. This resulted in the MMC failing to reconstruct a reasonable Higgs Boson mass. Therefore a further development was needed.

### 5.3.2 Metropolis Hastings Algorithm

As discussed in Section 4.1.2, the Metropolis Hastings (MH) Algorithm is used to randomly sample items from a distribution. The MH steps used here are summarized in steps four and five in Figure 5.13. The current iteration process to correct for the negative NAN term is the random walk, and although the borders and step sizes are defined using the errors from vertexing, the sampling is not representative of the spread of errors. There is also no method in place to keep the walk from producing solutions which are worse than the initial solution. Therefore the introduction of an MH algorithm is used to help with these problems. The driving term of this algorithm is the NAN term. The initial stepping is similar to the random walk; the original solution is moved around within the same boundaries, $\pm B_{x_{i}}$ and using the same step size, $s_{x_{i}}$. This time however, every step is evaluated based on the recalculation of the NAN term. An acceptance term is determined:

$$
\begin{equation*}
\exp \left\{N A N_{\text {new }}-N A N_{\text {old }}\right\}>U[0,1] \tag{5.10}
\end{equation*}
$$

where $N A N_{\text {new }}$ is the lower of the two NAN terms and $N A N_{\text {old }}$ is the lowest NAN term from the initial solution (or from the last accepted solution in the loop), and $U[0,1]$ is a random number between 0 and 1 . Since a negative NAN term is what creates the unusable solutions, a new position which creates a less negative NAN term is automatically accepted. However, when a new NAN term is more negative, the probability of accepting the new position is scaled with the difference between the values.

To summarize the algorithm so far, the solution from the kinematic reconstruction is used as a starting point. When that solution is unusable because of a negative NAN term, then every vertex position $x_{i}$ is moved within the boundaries $\pm B_{x_{i}}$ by a step size of $s_{x_{i}}$. The NAN terms for each $\tau$ is calculated and the lowest one is chosen to compare against the original NAN term in Equation
5.10. When the new position is rejected, the initial starting point is used again to step randomly and get new vertex positions. This repeats until a new position is accepted. This new accepted position is then evaluated. When the NAN term is still negative, the accepted position becomes the starting position. The boundaries are updated, and a step is taken for each vertex position. This continues until a position is accepted which has positive NAN terms.

With these steps applied, there were no longer any events which created NAN values. One avenue of worsening solutions which was present in the random walk is now alleviated. The solutions would not gradually get worse by creating lower and lower NAN terms, leading to still unusable solutions after several iterations. However, this alone is not complete. There are still several solutions which were far from the true solutions and the MMC was not able to create a viable Higgs mass with the addition of PDFs for these events.

### 5.3.3 Uncorrelated $\chi^{2}$ Driven MH

As seen in Section 5.1, the uncertainties in the vertex positions roughly follow a gaussian distribution. Therefore when converting the NAN-giving solutions to real solutions by moving the vertex positions, it is import to give greater weight to the iterations which are closer to the initial positions. Therefore a $\chi^{2}$ value is calculated for each proposed step in the MH algorithm

$$
\begin{equation*}
\chi^{2}(\alpha)=\sum_{i, j=1}^{9}\left(x_{i}-\mu_{i}\right)\left(V^{-1}\right)_{i j}\left(x_{j}-\mu_{j}\right) \tag{5.11}
\end{equation*}
$$

Here, $i$ moves through each of the 9 vertex position variables, $x_{i}$ and $x_{j}$ represent the new solution positions, $\mu_{i}$ and $\mu_{j}$ represent the initial positions from the kinematic solution, and $V$ is the covariance matrix. $V$ is a $9 \times 9$ matrix with three $3 \times 3$ matrices on the diagonal corresponding to the covariance matrix for each vertex. It was assumed that there was no correlation between the position measurements of different vertices. This $\chi^{2}$ is a weighted measure of how far away the new position is from the old.

Subtracting the $\chi^{2}$ term makes the new NAN term more negative. As discussed earlier, the lower a new NAN value is, the less likely it is to be accepted. Using this method, as the new parameters get farther away from the starting parameters, the $\chi^{2}$ gets larger and the NAN term minus the $\chi^{2}$ term lowers. The NAN term is a value typically on the order of $10^{20}-10^{22}$ whereas the $\chi^{2}$ term is typically on the order of $10^{-1}-10^{0}$. Therefore, it is naturally too low to affect the NAN term. A small study of scaling was done to determine how large one should make the $\chi^{2}$ term so that it has the desired effect. When it is scaled too high, it is very unlikely that any solution should pass. When it is too low, it has no effect on the acceptance. The values which were considered for subtracting from $N A N_{\text {new }}$ were

$$
\begin{align*}
& -0.1\left(N A N_{\text {old }}\right)\left(\chi^{2}\right)  \tag{5.12}\\
& -0.2\left(N A N_{\text {old }}\right)\left(\chi^{2}\right)  \tag{5.13}\\
& -0.5\left(N A N_{\text {old }}\right)\left(\chi^{2}\right)  \tag{5.14}\\
& -0.1\left(N A N_{\text {new }}\right)\left(\chi^{2}\right) \tag{5.15}
\end{align*}
$$

The scaling parameters were evaluated based on how often a solution was found and how often the solution found was viable. Since the $\chi^{2}$ value is on the order of $10^{-1}-10^{0}$, using Equation 5.14 was too high and new parameters were rarely accepted, leading to still negative NAN values. After
comparing Equations 5.12 and 5.13 , it was found that the former was slightly better. To see if a sliding parameter which adjusted to every set of new parameters tested would work better, Equation 5.15 was tested, but it was found that this had no effect on the outcome as opposed to using no scaling. Further studies may be done to optimize this parameter in the future.

The scaling parameter which is now implemented (Equation 5.12) is successful in constraining the solution. However, there was an increase in the number of events for which no viable solution was found. There could be a few reasons for this, one which was thought to be likely is the presence of a local maximum (in terms of the NAN term). In this case the MH algorithm could become stuck, without the possibility of moving to a better solution.

### 5.3.4 Seeding the MH

The last step which is added to the entire process will be added at the beginning. In order to get around the possibility of a local maximum, or another problem which could be related to the starting parameters, a small loop is created around the entire MH algorithm. This will allow the MH algorithm to run several times for different starting parameters. The initial vertex positions will be taken one step away according to the Random Walk Method described in Section 5.3.1. In this way, ditau event will seed the MH algorithm several times with slightly different perturbations.

Now the complete process can be seen in its entirety. In Figure 5.13, step 1 remains the same. steps 2-6 are the MH algorithm with a few specific qualifications related to this task. These steps are repeated for a set number of iterations where each starting parameter is one step away from the original vertex position. For every successful run of the MH algorithm, step 7 occurs where the un-scaled $\chi^{2}$ is saved with the associated new vertex positions. The successful MH run with the associated lowest $\chi^{2}$ is then used as the solution for $\mathbf{P}_{\tau}$. Using initially 75 loops where the initial starting parameters are changed (steps 2-7 repeated) and $10^{7}$ iterations of the MH algorithm (steps 2-5), almost all events returned non-NAN values and the MMC was able to reconstruct a Higgs mass for these events.

After the addition of the MH algorithm, the resolutions of the $P_{\tau}$ components did not change much as seen in Figures 5.14(a), 5.14(b), 5.14(c), and 5.14(d) (compare to Figures 5.8(a), 5.8(b), 5.8(c), and 5.8(d)). The distributions were slightly more spread with a small shift towards the origin. The shift became $\approx 5 \%$ (from $\approx 8 \%$ ) and the spread $\approx 19 \%$ (from $\approx 17 \%$ ). This shows that there is still much improvement in order to take the solutions from reconstructed vertices closer to the accuracy of the solutions derived from the true vertices.

In addition to the above mentioned processes, a test of the total loops and MH iterations was conducted. The loops ranged from 50-100 while the MH iterations ranged from $10^{6}-10^{8}$. The intention was to see if larger iterations would produce more accurate results. However when very little change occurred, the result might indicate that the number of iterations is already sufficient to be representative of the solution space, or that the choice of conditional density is poor (see Section 4.1.2). Further studies into the parameters of the MH implemented here could be undertaken. The results of the scan as they affected the total Higgs Mass reconstruction can be seen in Appendix A.3. The best performing of the combinations was found to be 75 loops with $10^{7} \mathrm{MH}$ iterations. Figure 5.15 shows the ditau mass reconstruction before the application of weighting (discussed in Chapter 6). The scans given in Appendix A. 3 have truth weighting applied and will be further discussed in the next chapter.


### 5.4 Future Posibilites

The methods described above complete an investigation into the addition of vertex information into the MMC. The unexpected complexity of the solution, made the intended event specific error propagation to the event PDFs unavailable. Future studies may be done on either adding error propa'gation methods which could show an improvement in the portion of events whose error correlates with a smaller resolution than the entire ensemble resolution. It was also found that the errors in vertex reconstruction led to several events which returned unreal solutions. The mathematical cause for this in the vertex-based reconstruction solution is determined, however future work to either improve the method for recovering these solutions, or to increase the precision of vertex reconstruction could lead to improvement of the ditau mass calculations. This is evidenced by the accuracy with which the derived equation for solving the kinematics reproduces the true simulated data when using truth information.


Figure 5.15: Higgs and $Z$ boson mass estimates from the $\tau$ reconstruction of ditau $3 p 0 n$ events after adding truth weighted PDFs.

## chapter 6

## Optimization and Parametrisation of $\boldsymbol{\tau}$ Solutions

As mentioned in Section 5.2.3, the solution to $\mathbf{P}_{\boldsymbol{\tau}}$ shown in Appendix A. 2 has an ambiguity. Two separate solutions exists for each $\mathbf{P}_{\tau}$. In order to accurately predict which solution is correct, a study was performed and the results are presented in this chapter. The ambiguity which is present is not unknown to other $\tau$ reconstruction methods. The MMC also has an ambiguity present and the methods within this chapter may be applied to any such ambiguity, although here it is applied to the one arising from the vertex-based reconstruction. With the completion of the methods mentioned in Chapter 5, the individual event PDFs will be examined closer (Section 6.1) and used as a basis for evaluating the performance of solution weighting. (Section 6.2) Further the predictive ability of the solution energies both directly and as relative proportions to predict the correct solution are examined in Section 6.3. The results of the methods in both Chapters 5 and 6 are summarized in the final section (Section 6.4).

### 6.1 Event by Event PDF Generation

In order to impact the Higgs mass reconstruction in the MMC, a series of new PDFs are calculated for each event based on 5 variables. Each of the 5 variables, $E_{T}^{m i s s}, \vartheta_{\nu}^{l}, \vartheta_{v}^{s}, \frac{p_{v}^{l}}{p_{\tau}^{l}}, \frac{p_{v}^{s}}{p_{\tau}^{s}}$, are determined directly from the $\mathbf{P}_{\tau}$ solutions calculated in Chapter 5. $E_{T}^{\text {miss }}$ was determined for each $\tau$ separately and then added together for the total $E_{T}^{\text {miss }}$

$$
\begin{align*}
E_{T}^{m i s s, j} & =\sqrt{\left(p_{v_{1}}^{j}\right)^{2}+\left(p_{v_{2}}^{j}\right)^{2}}  \tag{6.1}\\
E_{T}^{m i s s} & =\sum_{j=l, s} E_{T}^{m i s s, j} \tag{6.2}
\end{align*}
$$

The angle between the $v$ and combined visible tracks was determined using:

$$
\begin{equation*}
\vartheta_{v}^{j}=\cos ^{-1}\left(\frac{p_{v}^{j} \cdot p_{v i s}^{j}}{\left\|p_{v}^{j}\right\|\left\|p_{v i s}^{j}\right\|}\right) \tag{6.3}
\end{equation*}
$$

Finally the ratio of momentums are calculated as:

$$
\begin{equation*}
\frac{p_{v}^{j}}{p_{\tau}^{j}}=\frac{\left\|\mathbf{p}_{v}^{j}\right\|}{\left\|\mathbf{p}_{\tau}^{j}\right\|} \tag{6.4}
\end{equation*}
$$

For every $\tau$ there are two solutions for $\mathbf{P}_{\tau}$. Therefore each quantity associated with a single $\tau$ also has two solutions, and the one quantity, $E_{T}^{\text {miss }}$ which is associated with both $\tau \mathrm{s}$ in an $H \rightarrow \tau \tau$ event has 4 solutions.

### 6.1.1 Choice of Distribution Variables

The two solutions for each quantity above were used for the generation of a PDF. This was done by using the solution as the center of a gaussian distribution

$$
\begin{equation*}
P(x)=(1-r)\left(N_{1} \exp \left\{\frac{-1}{2}\left(\frac{x-\mu_{1}}{\sigma_{\mu_{1}}}\right)^{2}\right\}\right)+(r)\left(N_{2} \exp \left\{\frac{-1}{2}\left(\frac{x-\mu_{2}}{\sigma_{\mu_{2}}}\right)^{2}\right\}\right) \tag{6.5}
\end{equation*}
$$

Here, $r$ is called the skew parameter and initially set to $0.5 . N_{i}$ is the normalization parameter, however the equation as a whole is normalized so it was set as:

$$
N_{i}= \begin{cases}1 & \text { for real solutions of } \mathbf{P}_{\tau}  \tag{6.6}\\ 0 & \text { for unreal solutions of } \mathbf{P}_{\tau}\end{cases}
$$

Where $i$ corresponded to the two solutions for $\mathbf{P}_{\tau}$ and either solution or both solutions could be unreal by having a NAN value or $P_{\tau_{0}}<0 . \mu_{1}$ and $\mu_{2}$ are the two solutions for each variable with their associated error $\sigma_{\mu}$. The PDF for $E_{T}^{\text {miss }}$ was different due to the presence of 4 solutions from $2 \tau \mathrm{~s}$

$$
\begin{align*}
P(x)=\left(1-r_{1}\right)\left(1-r_{2}\right)\left(N_{1} \exp \left\{\frac{-1}{2}\left(\frac{x-\mu_{1}}{\sigma_{\mu}}\right)^{2}\right\}\right)+\left(1-r_{1}\right)\left(r_{2}\right)\left(N_{2} \exp \left\{\frac{-1}{2}\left(\frac{x-\mu_{2}}{\sigma_{\mu}}\right)^{2}\right\}\right)+ \\
\left(r_{1}\right)\left(1-r_{2}\right)\left(N_{3} \exp \left\{\frac{-1}{2}\left(\frac{x-\mu_{3}}{\sigma_{\mu}}\right)^{2}\right\}\right)+\left(r_{1}\right)\left(r_{2}\right)\left(N_{4} \exp \left\{\frac{-1}{2}\left(\frac{x-\mu_{4}}{\sigma_{\mu}}\right)^{2}\right\}\right) \tag{6.7}
\end{align*}
$$

Since it was not possible to propagate the error directly for each event, an error defined by the entire ensemble of events was used. This was accomplished by determining the true value of each of the 5 quantities and subtracting the solutions obtained from the reconstructed information. To account for the double solution, the solution which was closest to the true solution was used in the error determination. The resulting distributions can be seen in Figures 6.1(a), 6.1(b), 6.1(c), 6.1(d), and 6.1(e). Each of these were fitted with a gaussian distribution and the widths were used as $\sigma_{\mu}$ values in Equation 6.5. The solutions which were used for the resolution are also seen in Figures 6.2(a), 6.2(b), 6.2(c), 6.2(d), and 6.2(e). These represent the best possible performance from the steps administered in Chapter 5. However future improvements to those methods would also improve the upper limit of performance. They can be visually compared to the true distributions shown in Section 5.2.4.

(a) Difference between the true and derived values for $\vartheta_{\nu}^{l}$.

(c) Difference between the true and derived values for $\frac{p_{\nu}^{l}}{p_{\tau}^{l}}$.

(b) Difference between the true and derived values for $\vartheta_{v}^{s}$.

(d) Difference between the true and derived values for $\frac{p_{v}^{s}}{p_{v}^{s}}$.

(e) Difference between the true and derived values for $E_{T}^{\text {miss }}$.

(a) $\frac{p_{v}^{l}}{p_{\tau}^{l}}$ distribution from upper limit on vertex-based solution.

(c) $\vartheta_{v}^{l}$ distribution from upper limit on vertex-based solution

(b) $\frac{p_{v}^{s}}{p_{\tau}^{s}}$ distribution from upper limit on vertexbased solution

(d) $\vartheta_{v}^{s}$ distribution from upper limit on vertex-based solution

(e) $E_{T}^{m i s s}$ distribution from upper limit on vertexbased solution.

To show the effect of the work of this chapter, event number 1268363 from the simulated $H \rightarrow \tau \tau$ data was chosen. The PDFs with equally weighted solutions and widths corresponding to the aforementioned resolutions are shown in Figures 6.3(a), 6.3(b), 6.3(c), 6.3(d), and 6.3(e). In these event-by-event PDFs figures, the blue line is the true value, the green line is the combined PDF of the two solutions, and the dotted red line are the individual contributions from each solution. An ensemble spread of the distribution was also created. Here the two solutions from each problem were added with their associated weights (currently both are weighted equally). These can be seen in Figures 6.4(a), 6.4(b), 6.4(c), 6.4(d), and 6.4(e). A problem which arises from the solution ambiguity, is the large area of far away solutions which contain a similar probability. This can be seen in every generated PDF for event 1268363. $\vartheta_{v}^{s}$ shows a distribution where a wrong solution could be isolated far away from the true solution. Therefore the current PDFs with equally weighted solutions, does not have the capacity to improve the MMC and a search for more accurate weighting is needed.

### 6.2 Solving the Kinematic Ambiguity

It is possible to consider both $\mathbf{P}_{\tau}$ solutions separately and see their individual results (This would result in 4 different MMC iterations for each $H \rightarrow \tau \tau$ event). It may also be possible to predict which solution is correct. The former idea has the disadvantage of long computation times, while the latter is limited to the accuracy of prediction. This chapter focuses on the latter. The difference in the solutions has a large range. This can be seen in Figures 6.5(a) and 6.5(b). For the leading $\tau$ most solutions have a difference which is over half the value of the low energy solution. The subleading $\tau$ has a higher number of solutions which are close together, but it also has a longer tail containing solutions far from each other. Because of this large difference, picking one solution over the other would influence the total ditau mass reconstruction. To look for variables which may be predictive of the correct solution (the solution which is closest to the true value), the truth information was again used in the same way as Section 5.2.1. It was determined that for $\approx 75 \%$ of events, the lower energy leading $\tau$ solution is the correct solution (Figure 6.6(a)) and for $\approx 56 \%$ of events, the lower energy subleading $\tau$ is the correct solution (Figure 6.6(b)). Using this information, each of the solutions will be given a weight after comparing their energies. Lower solutions will receive a weight of $75 \%$ ( $56 \%$ for subleading) and the higher solution will receive a weight of $25 \%$ ( $44 \%$ for subleading) through the skew variable, $r$ in Equation 6.5. The result are 5 new PDF distributions for event 1268363 (Figures 6.7(a), 6.7(b), 6.7(c), 6.7(d), and 6.7(e)). This example event shows the advantage of the weighting. It can be seen that solutions close to the real solution have a higher probability than when previously weighted equally. However, it can also be seen that there is still a non-negligible probability for the wrong solutions. Furthermore, since the lower energy solution is usually the correct solution, it can be inferred that the final distribution would be skewed towards higher energies but possibly to a lesser degree after the weighting. The total distribution of solutions with this included weight is shown in Figures 6.8(a), 6.8(b), 6.8(c), 6.8(d), and 6.8(e). These can be compared with both the distributions containting only the closest soltion (Section 6.1) and the actual distributions from the truth information (Section 5.2.4). The PDFs still are not optimal for inclusion in the MMC. When computing the complete ditau mass from the reconstructed $\tau \mathrm{s}$, both the $Z$ and $H$ are biased towards higher masses. This heavy shift towards higher masses is unexpected. When the PDF from the individual event has a wider spread than the PDFs present in the MMC, it would be expected that the MMC PDFs would dominate. However, it is possible that the influence of the second wrong solution which is included in the PDF
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(a) The distribution of differences in $P_{\tau_{0}}^{l}$ as a portion of the lower $P_{\tau_{0}}^{l}$ value.
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has a stronger pull on the outcome than expected. Therefore further studies to predict the correct solution follow in the next section.

### 6.3 Further Parametrisation of Solutions

The initial selection for weighting the solutions came from the truth information. This shows that in the best scenario, the solutions can be predicted by their relative energy to $\approx 75 \%$. However, when analyzing again using the reconstructed data instead of the truth data, the distribution changes. Figures 6.9(a) and 6.9(b) show how often the lower energy solution was closest to the truth value. Further, the distribution of solution differences, allows for a possible means of parametrisation. As two solutions get farther apart, the amount of high mass bias which can enter the solution increases. Therefore, it is important to also look at the predictive ability of relative energy at different energy differences. So a
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Distribution of Low Energy Bias in quantiles of $v$

| range of $v$ | Low Solution Bias | Number of Events |
| :--- | :---: | :---: |
| $0.000-0.294$ | $70 \%$ | 508 |
| $0.294-0.469$ | $78 \%$ | 521 |
| $0.469-0.637$ | $80 \%$ | 460 |
| $0.637-0.812$ | $84 \%$ | 405 |
| $0.812-1.007$ | $90 \%$ | 378 |
| $1.007-1.239$ | $90 \%$ | 309 |
| $1.239-1.559$ | $93 \%$ | 256 |
| $1.559-2.088$ | $95 \%$ | 187 |
| $2.088-3.080$ | $98 \%$ | 61 |
| $3.080-\inf$ | $100 \%$ | 17 |

Table 6.1: Distribution of low energy solution bias in quantiles of $v$ for the leading $\tau$.
parametrising variable was defined

$$
\begin{equation*}
v=\frac{P_{\tau_{0}}^{h i g h}-P_{\tau_{0}}^{l o w}}{P_{\tau_{0}}^{l o w}} \tag{6.8}
\end{equation*}
$$

The solutions were grouped in quantiles based on this parameter and evaluated on how often a lower energy solution was closest to the true solution. Tables A.10(a), A.10(b) show the distribution of low energy solutions being correct in ranges of the variable $v$ defined above with the respective number of events in each range. It can now be seen that as the solutions get further apart, it is easier to predict the solution which is closest to the real solution. For the leading $\tau$, the bias is steadily increasing. For the subleading $\tau$, the bias follows the increasing pattern at a value of $v>0.4$. Using this, each event is parameterised and the skew variables are changed to fit the difference in energies. This makes the PDFs for event number 1268363 change to Figures 6.10(a), 6.10(b), 6.10(c), 6.10(d), and 6.10(e). Here it can be seen that the PDFs are further improved to have higher probabilities closer to the true solution. The overall distributions (Figures 6.11(a), 6.11(b), 6.11(c), 6.11(d), and 6.11(e)) are also

(a) $\vartheta_{v}^{l}$ PDF for event number 1268363.

(c) $\frac{p_{v}^{l}}{p_{\tau}^{l}}$ PDF for event number 1268363.

(b) $\vartheta_{v}^{s}$ PDF for event number 1268363.

(d) $\frac{p_{v}^{s}}{p_{v}^{s}}$ PDF for event number 1268363.

(e) $E_{T}^{\text {miss }}$ PDF for event number 1268363.
Distribution of Low Energy Bias in quantiles of $v$

| range of $v$ | Low Solution Bias | Number of Events |
| :--- | :---: | :---: |
| $0.000-0.031$ | $71 \%$ | 135 |
| $0.031-0.063$ | $61 \%$ | 90 |
| $0.063-0.095$ | $47 \%$ | 108 |
| $0.095-0.225$ | $59 \%$ | 383 |
| $0.225-0.404$ | $63 \%$ | 450 |
| $0.404-0.628$ | $70 \%$ | 411 |
| $0.628-0.927$ | $75 \%$ | 410 |
| $0.927-1.390$ | $77 \%$ | 395 |
| $1.390-2.250$ | $90 \%$ | 378 |
| $2.250-\inf$ | $94 \%$ | 280 |

Table 6.2: Distribution of low energy solution bias in quantiles of $v$ for the subleading $\tau$.
again shifted in the direction of the true distribution. However it can be seen that this distribution has still not reached the upper limit (Figures 6.2(a), 6.2(b), 6.2(c), 6.2(d), 6.2(e)).

### 6.4 Final Results

Since changing the amount of loops and MH iterations changes also the distribution of $\mathbf{P}_{\tau}$ solutions, the process of comparing different combinations of these were repeated (see Section 5.3.4). Using the parametrisation method described in the previous section, each combination was given its unique parametrisation and the final solutions were compared. The differences between these again were minimal, but the reconstruction of the Higgs mass was slightly better. The resulting plots can be seen in Appendix A.5. Also the associated tables for the parametrisations used can be found in Appendix A.4. There it can be seen that the same trend of increasing predictability with increasing relative difference in energies is continued. The mass reconstruction for the parent $H$ or $Z$ particle from the daugther $\tau \mathrm{s}$ within the cuts implemented in this thesis can be seen in Figure 6.12. This figure represents the MMC before the addition of the event-by-event PDFs described in this thesis. Before the NAN problem was solved in Chapter 5, the amount of events which passed was quite small, and therefore a mass reconstruction was not attempted until the solutions were recovered. Once the solutions were recovered, the initial weighting determined from the truth was added to the PDFs and the masses were again reconstructed (Figure 6.13). When comparing to the MMC before the addition, it can be seen that the mass estimates are shifted to much larger masses. The spread of the estimates also increases, decreasing the MMC ability to differentiate $H \rightarrow \tau \tau$ from the background $Z \rightarrow \tau \tau$. After the further attempt to improve the added PDFs using parametrisation of the variable $v$ (Section 6.3) the resulting mass reconstruction can be seen in Figure 6.14. Again it can be seen that the mass estimates remain large. The difference in the mass reconstruction is minimal when between the global weight and parametrising.

(a) $\frac{p_{v}^{l}}{p_{\tau}^{l}}$ distribution from parametrised vertex-based solutions.

(c) $\vartheta_{v}^{l}$ distribution from parametrised vertex-based solutions.

(b) $\frac{p_{v}^{s}}{p_{\tau}^{s}}$ distribution from parametrised vertex-based solutions.

(d) $\vartheta_{v}^{s}$ distribution from parametrised vertex-based solutions

(e) $E_{T}^{\text {miss }}$ distribution from parametrised vertexbased solutions.


Figure 6.12: Higgs and $Z$ boson mass estimates from the ditau mass reconstruction of double $3 p 0 n$ events in the initial MMC.


Figure 6.13: Higgs and $Z$ boson mass estimates from the ditau mass reconstruction of double $3 p 0 n$ events after adding truth weighted PDFs.


Figure 6.14: Higgs and $Z$ boson mass estimates from the ditau mass reconstruction of double $3 p 0 n$ events after adding parametrised PDFs.

## ChAPTER 7

## Conclusion

To continue probing the Standard Model and to gain a deeper understanding of the fundamental mechanisms of the universe, it is important to continually improve the precision and accuracy of data analysis. The initial aim of this thesis was to include available vertex information which should help constrain the reconstruction of the full $\tau$ momentum $\mathbf{P}_{\tau}$ in the present algorithms for determining the Higgs mass through event kinematics reconstruction. This would have broader applications as improving the reconstruction of full $\tau$ momenta will lead to better constraints placed on multiple properties of the Higgs boson, as well as provide more experimental information on the Higgs interaction with massive fermions.

The ATLAS detector at the LHC and the reconstruction techniques for the target events have been established and improved for several years. The first realisation of the Higgs-like particle in 2012 and the subsequent methods to confirm the finding and constrain the properties of this particle are constantly being improved. One method for analysis is the MMC which is the setting for this thesis. This system for reconstructing ditau events does not yet make use of all information which is available. Namely the vertices and their associated error of the $\tau$ are yet to be included but can offer an avenue of improvement.

To this end, the viability of including this information was probed and the effect of its inclusion was evaluated. A vertex-based $\mathbf{P}_{\tau}$ solution was derived and checked using the truth data from simulation. The solution was able to recreate the true values to within $0.02 \%$ for the majority of events, although the solutions were slightly shifted to higher energies. This gives evidence of the possibility of a vertex-based reconstruction providing accurate constraints on the total reconstruction. The uncertainties which are present in the reconstructed vertex information however significantly effect the range of solutions (see Section 5.1). The complexity of the vertex-based solution also made the task of propagating the error for each individual event very difficult. Furthermore, the vertex-based solution is prone to returning unreal values when the reconstruction of the vertex position is off. To overcome this tendency, a Metropolis Hastings Algorithm was implemented with the assumption that the real solution was within an area defined by an ensemble resolution and also that a correct solution was usually close to the given solution (See section 5.3). This method, although effective at returning real solutions, is not directly useable as it creates large computation times (mean time per event is $\approx 950 \mu$ s compared to the current mean time of $\approx 32 \mu$ s for double $3 p 0 n$ ditau events). Further improvements to the sensitivity of the solution (i.e. restructuring to produce less NAN-values) or to the treatment of uncertainties in the vertex reconstruction could fix this problem.

Like other solutions of the $\tau$ kinematics from visible detector tracks (i.e the $\mathbf{P}_{v}$ solution inside the MMC), there is an ambiguity which arises. A separate study on determining the ability to predict the correct solution and the effect of these predictions was undertaken. The ambiguity study was performed in the context of the vertex-based reconstruction. A similar process can be repeated for other contexts of ambiguities in the $\tau$ reconstruction (for instance, non vertex-based kinematic reconstructions). Of the ambiguous solutions, the one closest to the true value was used to create difference plots for the entire set of events (See Figures 6.1(a), 6.1(b), 6.1(c), 6.1(d), and 6.1(e)). This resolution showed the optimal performance available at the current level of reconstructed solutions in the vertex-based derivation. When this resolution is comparable to the PDFs currently in the MMC it is expected that the MMC will be improved. When the resolution is far more, the current PDFs should dominate the reconstruction probability, and when the resolution is far less the event-by-event PDFs should dominate. The resulting resolutions were comparable to those in the MMC and so the initial assumption was that the MMC would be improved, or unchanged. The next step was to get the set of 2 solutions per event as close as possible to the optimal possible performance. It was determined that the correct leading solution could be predicted in $75 \%$ of events using truth information. This was first applied as a weight to the solutions in the PDF, but later it was determined that the solution using the reconstructed information required a different weight. For the reconstructed information, $83 \%$ of leading $\tau$ solutions could be predicted (see Figures 6.6(a) and 6.9(a)). A further parametrisation of the relative difference in energies of the two solutions increased the predictability. The weighted solutions created distributions which were more representative of the optimal possible reconstruction. This however did not improve the performance of the MMC. Although the technique for determining the true solution was effective in shifting the PDF variable distributions towards the more correct solutions(See Figures 6.2(a), 6.2(b), 6.2(c), 6.2(d), 6.2(e), Figures 6.4(a), 6.4(b), 6.4(c), 6.4(d), 6.4(e), Figures 6.8(a), 6.8(b), 6.8(c), 6.8(d), 6.8(e), and Figures 6.11(a), 6.11(b), 6.11(c), 6.11(d), and 6.11(e)), the event-by-event PDF inputs to the MMC were still unable to provide improvements (i.e. Figures 6.10(a), 6.10(b), 6.10(c), 6.10(d), and 6.10(e)).

In future attempts to include the vertex information, improvements can be made in finding a proper event-specific uncertainty in the PDFs. This should have the effect of dominating over the current ensemble PDFs when uncertainties are small. When uncertainties are high, however, this causes little to no effect except for increased run time. Improving the vertex reconstruction as well as reformulating the vertex-derived solution to decrease the sensitivity to errors will also have a positive impact on the solutions.

Other studies with kinematic reconstruction ambiguities can use the parametrisation techniques to give weights to possible solutions. More parametrisation variables may be considered which may increase the predicitability of solutions.
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## Useful Information

## A. 1 Notation

In this section, a brief introduction to the notation used in Chapters 5 and 6 is given. Momentum 3 -vectors are written as $\mathbf{p}_{i}^{j}$ where $i \in(\tau, v)$ corresponding the particles which they represent. $j \in(l, s)$ represents the leading and subleading $\tau \mathrm{s}$ respectively. The components of the 3 -vector are

$$
\begin{equation*}
\mathbf{p}_{i}^{j}=\left(p_{i_{1}}^{j}, p_{i_{2}}^{j}, p_{i_{3}}^{j}\right) \tag{A.1}
\end{equation*}
$$

where $(1,2,3)=(x, y, z)$. So as an example, $p_{v_{2}}^{s}$ corresponds to the $y$-component of the momentum of the $v$ assosiated to the subleading $\tau$. Magnitudes of 3 -vectors are written as

$$
\begin{equation*}
p_{i}^{j}=\left\|\mathbf{p}_{i}^{j}\right\|=\sqrt{\sum_{k \in(1,2,3)}\left(p_{i_{k}}^{j}\right)^{2}} . \tag{A.2}
\end{equation*}
$$

The 4-momentum is written similarly as

$$
\begin{equation*}
\mathbf{P}_{i}^{j}=\left(P_{i_{0}}^{j}, P_{i_{1}}^{j}, P_{i_{2}}^{j}, P_{i_{3}}^{j}\right) . \tag{A.3}
\end{equation*}
$$

where 0 corresponds to the assosiated Energy. When 3-moemtnum or 4 -momentum vectors are written without the $j$ superscript, then the mention is meant to be applied to both leading and subleading $\tau \mathrm{s}$.

## A. 2 Vertex based $\mathbf{P}_{\tau}$ solution

The solution for the $\mathbf{P}_{\tau}$ is long and it is difficult to see the structure when written completely. Therefore, several variables are defined which make the solution easier to visualize. The $\tau$ flight distance is $\mathbf{R}$ is

$$
\mathbf{R}=\left(\begin{array}{l}
r_{1}  \tag{A.4}\\
r_{2} \\
r_{3}
\end{array}\right)=\left(\begin{array}{l}
v_{x}^{\text {sec }}-v_{x}^{\text {prim }} \\
v_{y}^{\text {sec }}-v_{y}^{\text {prim }} \\
v_{z}^{\text {sec }}-v_{z}^{\text {prim }}
\end{array}\right)
$$

where $v_{(x, y, z)}$ represents the $x, y, z$ positions of the secondary (sec) and primary (prim) vertices. The newly defined variables are

$$
\begin{gather*}
a=-m_{\tau}^{2}-p_{v i s_{0}}^{2}+p_{v i s_{1}}^{2}+p_{v i s_{2}}^{2}+p_{v i s_{3}}^{2}=-m_{\tau}^{2}-\mathbf{P}_{v i s}^{2}=-\left(m_{\tau}^{2}+m_{v i s}^{2}\right)  \tag{A.5}\\
A=a r_{1}  \tag{A.6}\\
B=4 A\left(p_{v i s_{1}} r_{1}+p_{v i s_{2}} r_{2}+p_{v i s_{3}} r_{3}\right)=4 A\left(\mathbf{p}_{v i s} \cdot \mathbf{R}\right)  \tag{A.7}\\
D=A^{2}-4 m_{\tau}^{2} p_{v i s_{0}}^{2} r_{1}^{2}  \tag{A.8}\\
E=4\left(-p_{v i s_{0}}^{2}\right)\left(r_{1}^{2}+r_{2}^{2}+r_{3}^{2}\right)+\left(r_{1} p_{v i s_{1}}+r_{2} p_{v i s_{2}}+r_{3} p_{v i s_{3}}\right)^{2}=4\left(-p_{v i s_{0}}^{2}\right)\left(\mathbf{R}^{2}\right)+\left(\mathbf{R} \cdot \mathbf{p}_{v i s}\right)^{2} \tag{A.9}
\end{gather*}
$$

In terms of these new variables, the $\mathbf{P}_{\tau}$ solutions become

$$
\begin{gather*}
p_{\tau_{0}}=-\frac{A-\frac{p_{v i s_{1}} r_{1}\left(B \pm \sqrt{(-B)^{2}-4 D E}\right)}{E}-\frac{p_{v i s_{2}} r_{2}\left(B \pm \sqrt{(-B)^{2}-4 D E}\right)}{E}-\frac{p_{v i s_{3}} r_{3}\left(B \pm \sqrt{B^{2}-4 D E}\right)}{E}}{2 p_{v i s_{0}} r_{1}}  \tag{A.10}\\
p_{\tau_{1}}=\frac{B \pm \sqrt{(-B)^{2}-4 D E}}{2 E}  \tag{A.11}\\
p_{\tau_{2}}=r_{2} \frac{p_{\tau_{1}}}{r_{1}}  \tag{A.12}\\
p_{\tau_{3}}=r_{3} \frac{p_{\tau_{1}}}{r_{1}} \tag{A.13}
\end{gather*}
$$

Here one can see the term which produces unuseable values (NAN values). It is the term which appears four times underneath the square root

$$
\begin{equation*}
\text { NAN term }=B^{2}-4 D E \tag{A.14}
\end{equation*}
$$

Every successsful iteration of the MH algorithm which is used to determine useable solutions from unuseable ones, updates $\mathbf{R}$. Components of $\mathbf{R}$ appear in every newly defined term, and therefore every step from the initial positions changes each variable.

## A. 3 MH scan for optimization before solution parametrisation

The following plots show the ditau mass reconstruction for different conditions in the MH algorithm. These are done with weightes solutions according to the truth-determined prediction bias: $75 \%$ and $25 \%$ weights for the low and high energy leading $\tau$ solution respectively and $56 \%$ and $44 \%$ for the subleading $\tau$ The number of seeds which started the MH algorithm for each event is varried between 50 and 100. The number of max iterations the MH could perform was varried between $10^{6}$ and $10^{8}$ Each set of graphs represents an increasing numbner of seeds while the $a, b$, and c component of each graph corresponds to an increase in MH iterations.


(c) Reconstructed ditau mass for 50 seeds and $10^{8}$ iterations in the MH per event.

## 

(a) Reconstructed ditau mass for 75 seeds and $10^{6}$ iterations in the MH per event.

(b) Reconstructed ditau mass for 75 seeds and $10^{7}$ iterations in the MH per event.

(c) Reconstructed ditau mass for 75 seeds and $10^{8}$ iterations in the MH per event.

(a) Reconstructed ditau mass for 100 seeds and $10^{6}$ iterations in the MH per event.

(b) Reconstructed ditau mass for 100 seeds and $10^{7}$ iterations in the MH per event.

(c) Reconstructed ditau mass for 100 seeds and $10^{8}$ iterations in the MH per event.

## A. 4 Tables for solution parametrisation for each choice of MH variables

The following tables are given to show the parameterisation defined in Section 6.3. The tables come in pairs for the leading and subleading $\tau$ s respectively. They are categorised by the number of seeds ranging from $50-100$ and the number of max iterations in the MH from $10^{6}$ to $10^{8}$

Distribution of Low Energy Bias in quantiles of $v$

| range of $v$ | Low Solution Bias | Number of Events |
| :--- | :---: | :---: |
| $0.000-0.300$ | $70 \%$ | 516 |
| $0.300-0.469$ | $74 \%$ | 522 |
| $0.469-0.642$ | $82 \%$ | 445 |
| $0.642-0.824$ | $85 \%$ | 400 |
| $0.824-1.018$ | $88 \%$ | 359 |
| $1.018-1.246$ | $92 \%$ | 317 |
| $1.246-1.564$ | $92 \%$ | 258 |
| $1.564-2.101$ | $94 \%$ | 173 |
| $2.101-3.075$ | $98 \%$ | 76 |
| $3.075-\inf$ | $100 \%$ | 12 |

(a) Distribution of low energy solution bias in quantiles of $v$ for the leading $\tau$ for 50 seeds and $10^{6} \mathrm{MH}$ iterations

| Distribution of Low Energy Bias in quantiles of $v$ |  |  |
| :--- | :---: | :---: |
| range of $v$ | Low Solution Bias | Number of Events |
| $0.000-0.031$ | $68 \%$ | 136 |
| $0.031-0.062$ | $63 \%$ | 104 |
| $0.062-0.093$ | $48 \%$ | 90 |
| $0.093-0.216$ | $58 \%$ | 373 |
| $0.216-0.396$ | $63 \%$ | 438 |
| $0.396-0.630$ | $67 \%$ | 418 |
| $0.630-0.923$ | $73 \%$ | 411 |
| $0.923-1.399$ | $82 \%$ | 417 |
| $1.399-2.256$ | $91 \%$ | 363 |
| $2.256-\inf$ | $92 \%$ | 271 |

(b) Distribution of low energy solution bias in quantiles of $v$ for the subleading $\tau$ for 50 seeds and $10^{6} \mathrm{MH}$ iterations.

## A. 5 MH scan for optimization after solution parametrisation

The graphs here are analogous to the ones shown in Appendix A.3. The solutions are instead weighted based on the parameterisation given in Appendix A.4.

(a) Reconstructed ditau mass for 50 seeds and $10^{6}$ iterations in the MH per event.

(b) Reconstructed ditau mass for 50 seeds and $10^{7}$ iterations in the MH per event.

(c) Reconstructed ditau mass for 50 seeds and $10^{8}$ iterations in the MH per event.

(a) Reconstructed ditau mass for 75 seeds and $10^{6}$ iterations in the MH per event.

(b) Reconstructed ditau mass for 75 seeds and $10^{7}$ iterations in the MH per event.

(c) Reconstructed ditau mass for 75 seeds and $10^{8}$ iterations in the MH per event.

(a) Reconstructed ditau mass for 100 seeds and $10^{6}$ iterations in the MH per event.

(b) Reconstructed ditau mass for 100 seeds and $10^{7}$ iterations in the MH per event.

(c) Reconstructed ditau mass for 100 seeds and $10^{8}$ iterations in the MH per event.

Distribution of Low Energy Bias in quantiles of $v$

| range of $v$ | Low Solution Bias | Number of Events |
| :--- | :---: | :---: |
| $0.000-0.294$ | $70 \%$ | 508 |
| $0.294-0.469$ | $78 \%$ | 521 |
| $0.469-0.637$ | $80 \%$ | 460 |
| $0.637-0.812$ | $84 \%$ | 405 |
| $0.812-1.007$ | $90 \%$ | 378 |
| $1.007-1.239$ | $90 \%$ | 309 |
| $1.239-1.559$ | $93 \%$ | 256 |
| $1.559-2.088$ | $95 \%$ | 187 |
| $2.088-3.080$ | $98 \%$ | 61 |
| $3.080-\inf$ | $100 \%$ | 17 |

(a) Distribution of low energy solution bias in quantiles of $v$ for the leading $\tau$ for 50 seeds and $10^{7} \mathrm{MH}$ iterations.

Distribution of Low Energy Bias in quantiles of $v$

| range of $v$ | Low Solution Bias | Number of Events |
| :--- | :---: | :---: |
| $0.000-0.031$ | $71 \%$ | 135 |
| $0.031-0.063$ | $61 \%$ | 90 |
| $0.063-0.095$ | $47 \%$ | 108 |
| $0.095-0.225$ | $59 \%$ | 383 |
| $0.225-0.404$ | $63 \%$ | 450 |
| $0.404-0.628$ | $70 \%$ | 411 |
| $0.628-0.927$ | $75 \%$ | 410 |
| $0.927-1.390$ | $77 \%$ | 395 |
| $1.390-2.250$ | $90 \%$ | 378 |
| $2.250-\inf$ | $94 \%$ | 280 |

(b) Distribution of low energy solution bias in quantiles of $v$ for the subleading $\tau$ for 50 seeds and $10^{7} \mathrm{MH}$ iterations.

Distribution of Low Energy Bias in quantiles of $v$

| range of $v$ | Low Solution Bias | Number of Events |
| :--- | :---: | :---: |
| $0.000-0.290$ | $70 \%$ | 496 |
| $0.290-0.457$ | $78 \%$ | 515 |
| $0.457-0.628$ | $80 \%$ | 455 |
| $0.628-0.808$ | $85 \%$ | 413 |
| $0.808-1.000$ | $88 \%$ | 384 |
| $1.000-1.230$ | $90 \%$ | 336 |
| $1.230-1.550$ | $91 \%$ | 338 |
| $1.550-2.080$ | $95 \%$ | 255 |
| $2.080-3.050$ | $95 \%$ | 75 |
| $3.050-\inf$ | $100 \%$ | 13 |

(a) Distribution of low energy solution bias in quantiles of $v$ for the leading $\tau$ for 50 seeds and $10^{8} \mathrm{MH}$ iterations.

Distribution of Low Energy Bias in quantiles of $v$

| range of $v$ | Low Solution Bias | Number of Events |
| :--- | :---: | :---: |
| $0.000-0.032$ | $66 \%$ | 147 |
| $0.032-0.064$ | $62 \%$ | 93 |
| $0.064-0.096$ | $56 \%$ | 79 |
| $0.096-0.220$ | $58 \%$ | 387 |
| $0.220-0.404$ | $62 \%$ | 464 |
| $0.402-0.628$ | $66 \%$ | 428 |
| $0.628-0.927$ | $76 \%$ | 395 |
| $0.927-1.388$ | $80 \%$ | 399 |
| $1.388-2.679$ | $88 \%$ | 380 |
| $2.679-\inf$ | $94 \%$ | 286 |

(b) Distribution of low energy solution bias in quantiles of $v$ for the subleading $\tau$ for 50 seeds and $10^{8} \mathrm{MH}$ iterations.

Distribution of Low Energy Bias in quantiles of $v$

| range of $v$ | Low Solution Bias | Number of Events |
| :--- | :---: | :---: |
| $0.000-0.302$ | $70 \%$ | 575 |
| $0.302-0.469$ | $75 \%$ | 524 |
| $0.469-0.647$ | $80 \%$ | 454 |
| $0.647-0.824$ | $84 \%$ | 382 |
| $0.824-1.015$ | $87 \%$ | 369 |
| $1.015-1.235$ | $93 \%$ | 374 |
| $1.235-1.565$ | $94 \%$ | 263 |
| $1.565-2.565$ | $95 \%$ | 185 |
| $2.128-3.080$ | $98 \%$ | 62 |
| $3.080-\inf$ | $100 \%$ | 15 |

(a) Distribution of low energy solution bias in quantiles of $v$ for the leading $\tau$ for 75 seeds and $10^{6} \mathrm{MH}$ iterations.

Distribution of Low Energy Bias in quantiles of $v$

| range of $v$ | Low Solution Bias | Number of Events |
| :--- | :---: | :---: |
| $0.000-0.031$ | $66 \%$ | 147 |
| $0.031-0.062$ | $62 \%$ | 93 |
| $0.062-0.094$ | $56 \%$ | 79 |
| $0.094-0.216$ | $58 \%$ | 381 |
| $0.216-0.395$ | $62 \%$ | 464 |
| $0.395-0.620$ | $66 \%$ | 428 |
| $0.620-0.917$ | $76 \%$ | 395 |
| $0.917-1.385$ | $80 \%$ | 399 |
| $1.385-2.239$ | $88 \%$ | 380 |
| $2.239-\inf$ | $94 \%$ | 286 |

(b) Distribution of low energy solution bias in quantiles of $v$ for the subleading $\tau$ for 75 seeds and $10^{6} \mathrm{MH}$ iterations.

Distribution of Low Energy Bias in quantiles of $v$

| range of $v$ | Low Solution Bias | Number of Events |
| :--- | :---: | :---: |
| $0.000-0.288$ | $70 \%$ | 523 |
| $0.288-0.465$ | $77 \%$ | 508 |
| $0.465-0.636$ | $79 \%$ | 492 |
| $0.636-0.813$ | $84 \%$ | 387 |
| $0.813-1.014$ | $89 \%$ | 376 |
| $1.014-1.238$ | $91 \%$ | 322 |
| $1.238-1.558$ | $93 \%$ | 238 |
| $1.558-2.107$ | $95 \%$ | 179 |
| $2.107-3.090$ | $100 \%$ | 57 |
| $3.090-\inf$ | $100 \%$ | 17 |

(a) Distribution of low energy solution bias in quantiles of $v$ for the leading $\tau$ for 75 seeds and $10^{7} \mathrm{MH}$ iterations.

Distribution of Low Energy Bias in quantiles of $v$

| range of $v$ | Low Solution Bias | Number of Events |
| :--- | :---: | :---: |
| $0.000-0.032$ | $71 \%$ | 139 |
| $0.032-0.063$ | $56 \%$ | 95 |
| $0.063-0.096$ | $55 \%$ | 98 |
| $0.096-0.232$ | $56 \%$ | 377 |
| $0.232-0.405$ | $64 \%$ | 458 |
| $0.405-0.622$ | $68 \%$ | 400 |
| $0.622-0.917$ | $75 \%$ | 404 |
| $0.917-1.377$ | $78 \%$ | 412 |
| $1.377-2.232$ | $88 \%$ | 375 |
| $2.232-\inf$ | $94 \%$ | 283 |

(b) Distribution of low energy solution bias in quantiles of $v$ for the subleading $\tau$ for 75 seeds and $10^{7} \mathrm{MH}$ iterations.

Distribution of Low Energy Bias in quantiles of $v$

| range of $v$ | Low Solution Bias | Number of Events |
| :--- | :---: | :---: |
| $0.000-0.284$ | $69 \%$ | 490 |
| $0.284-0.451$ | $79 \%$ | 509 |
| $0.451-0.626$ | $80 \%$ | 464 |
| $0.626-0.803$ | $82 \%$ | 417 |
| $0.803-1.007$ | $85 \%$ | 383 |
| $1.007-1.234$ | $90 \%$ | 325 |
| $1.234-1.558$ | $93 \%$ | 253 |
| $1.558-2.116$ | $94 \%$ | 182 |
| $2.116-3.090$ | $98 \%$ | 70 |
| $3.090-\inf$ | $100 \%$ | 16 |

(a) Distribution of low energy solution bias in quantiles of $v$ for the leading $\tau$ for 75 seeds and $10^{8} \mathrm{MH}$ iterations.

Distribution of Low Energy Bias in quantiles of $v$

| range of $v$ | Low Solution Bias | Number of Events |
| :--- | :---: | :---: |
| $0.000-0.031$ | $71 \%$ | 136 |
| $0.031-0.063$ | $58 \%$ | 97 |
| $0.063-0.095$ | $53 \%$ | 86 |
| $0.095-0.224$ | $57 \%$ | 382 |
| $0.224-0.406$ | $65 \%$ | 476 |
| $0.406-0.626$ | $65 \%$ | 411 |
| $0.626-0.923$ | $74 \%$ | 406 |
| $0.923-1.404$ | $81 \%$ | 391 |
| $1.404-2.266$ | $89 \%$ | 381 |
| $2.266-\inf$ | $95 \%$ | 282 |

(b) Distribution of low energy solution bias in quantiles of $v$ for the subleading $\tau$ for 75 seeds and $10^{8} \mathrm{MH}$ iterations.

Distribution of Low Energy Bias in quantiles of $v$

| range of $v$ | Low Solution Bias | Number of Events |
| :--- | :---: | :---: |
| $0.000-0.290$ | $70 \%$ | 493 |
| $0.290-0.463$ | $76 \%$ | 523 |
| $0.463-0.637$ | $79 \%$ | 474 |
| $0.637-0.821$ | $82 \%$ | 412 |
| $0.821-1.009$ | $85 \%$ | 363 |
| $1.009-1.234$ | $92 \%$ | 294 |
| $1.234-1.569$ | $93 \%$ | 272 |
| $1.569-2.130$ | $96 \%$ | 180 |
| $2.130-3.110$ | $99 \%$ | 58 |
| $3.110-\inf$ | $100 \%$ | 18 |

(a) Distribution of low energy solution bias in quantiles of $v$ for the leading $\tau$ for 100 seeds and $10^{6} \mathrm{MH}$ iterations.

Distribution of Low Energy Bias in quantiles of $v$

| range of $v$ | Low Solution Bias | Number of Events |
| :--- | :---: | :---: |
| $0.000-0.031$ | $72 \%$ | 127 |
| $0.031-0.062$ | $62 \%$ | 98 |
| $0.062-0.094$ | $55 \%$ | 100 |
| $0.094-0.213$ | $54 \%$ | 353 |
| $0.213-0.395$ | $64 \%$ | 461 |
| $0.395-0.621$ | $68 \%$ | 438 |
| $0.621-0.927$ | $72 \%$ | 408 |
| $0.927-1.393$ | $80 \%$ | 417 |
| $1.393-2.227$ | $93 \%$ | 345 |
| $2.227-\inf$ | $92 \%$ | 293 |

(b) Distribution of low energy solution bias in quantiles of $v$ for the subleading $\tau$ for 100 seeds and $10^{6} \mathrm{MH}$ iterations.

Distribution of Low Energy Bias in quantiles of $v$

| range of $v$ | Low Solution Bias | Number of Events |
| :--- | :---: | :---: |
| $0.000-0.285$ | $70 \%$ | 493 |
| $0.285-0.457$ | $77 \%$ | 523 |
| $0.457-0.629$ | $79 \%$ | 474 |
| $0.629-0.806$ | $83 \%$ | 412 |
| $0.806-1.003$ | $85 \%$ | 363 |
| $1.003-1.222$ | $92 \%$ | 294 |
| $1.222-1.550$ | $93 \%$ | 272 |
| $1.550-2.101$ | $96 \%$ | 181 |
| $2.101-3.114$ | $98 \%$ | 58 |
| $3.114-\inf$ | $100 \%$ | 18 |

(a) Distribution of low energy solution bias in quantiles of $v$ for the leading $\tau$ for 100 seeds and $10^{7} \mathrm{MH}$ iterations.

Distribution of Low Energy Bias in quantiles of $v$

| range of $v$ | Low Solution Bias | Number of Events |
| :--- | :---: | :---: |
| $0.000-0.031$ | $72 \%$ | 127 |
| $0.031-0.063$ | $62 \%$ | 94 |
| $0.063-0.095$ | $54 \%$ | 100 |
| $0.095-0.227$ | $54 \%$ | 353 |
| $0.227-0.402$ | $64 \%$ | 461 |
| $0.402-0.626$ | $77 \%$ | 438 |
| $0.626-0.924$ | $72 \%$ | 408 |
| $0.924-1.383$ | $80 \%$ | 417 |
| $1.383-2.249$ | $93 \%$ | 345 |
| $2.249-\inf$ | $92 \%$ | 280 |

(b) Distribution of low energy solution bias in quantiles of $v$ for the subleading $\tau$ for 100 seeds and $10^{7} \mathrm{MH}$ iterations.

Distribution of Low Energy Bias in quantiles of $v$

| range of $v$ | Low Solution Bias | Number of Events |
| :--- | :---: | :---: |
| $0.000-0.284$ | $69 \%$ | 493 |
| $0.284-0.452$ | $79 \%$ | 484 |
| $0.452-0.626$ | $80 \%$ | 471 |
| $0.626-0.803$ | $83 \%$ | 444 |
| $0.803-1.008$ | $83 \%$ | 371 |
| $1.008-1.239$ | $89 \%$ | 311 |
| $1.239-1.567$ | $92 \%$ | 265 |
| $1.567-2.116$ | $96 \%$ | 192 |
| $2.116-3.108$ | $97 \%$ | 66 |
| $3.108-\inf$ | $100 \%$ | 15 |

(a) Distribution of low energy solution bias in quantiles of $v$ for the leading $\tau$ for 100 seeds and $10^{8} \mathrm{MH}$ iterations.

Distribution of Low Energy Bias in quantiles of $v$

| range of $v$ | Low Solution Bias | Number of Events |
| :--- | :---: | :---: |
| $0.000-0.031$ | $68 \%$ | 131 |
| $0.031-0.063$ | $59 \%$ | 111 |
| $0.063-0.095$ | $56 \%$ | 86 |
| $0.095-0.225$ | $56 \%$ | 378 |
| $0.225-0.405$ | $64 \%$ | 465 |
| $0.405-0.631$ | $65 \%$ | 429 |
| $0.631-0.925$ | $76 \%$ | 402 |
| $0.925-1.391$ | $82 \%$ | 385 |
| $1.391-2.250$ | $88 \%$ | 373 |
| $2.250-\inf$ | $95 \%$ | 290 |

(b) Distribution of low energy solution bias in quantiles of $v$ for the subleading $\tau$ for 100 seeds and $10^{8} \mathrm{MH}$ iterations.

Distribution of Low Energy Bias in quantiles of $v$

| range of $v$ | Low Solution Bias | Number of Events |
| :--- | :---: | :---: |
| $0.000-0.294$ | $70 \%$ | 508 |
| $0.294-0.469$ | $78 \%$ | 521 |
| $0.469-0.637$ | $80 \%$ | 460 |
| $0.637-0.812$ | $84 \%$ | 405 |
| $0.812-1.007$ | $90 \%$ | 378 |
| $1.007-1.239$ | $90 \%$ | 309 |
| $1.239-1.559$ | $93 \%$ | 256 |
| $1.559-2.088$ | $95 \%$ | 187 |
| $2.088-3.080$ | $98 \%$ | 61 |
| $3.080-\inf$ | $100 \%$ | 17 |

(a) Distribution of low energy solution bias in quantiles of $v$ for the leading $\tau$.

Distribution of Low Energy Bias in quantiles of $v$

| range of $v$ | Low Solution Bias | Number of Events |
| :--- | :---: | :---: |
| $0.000-0.031$ | $71 \%$ | 135 |
| $0.031-0.063$ | $61 \%$ | 90 |
| $0.063-0.095$ | $47 \%$ | 108 |
| $0.095-0.225$ | $59 \%$ | 383 |
| $0.225-0.404$ | $63 \%$ | 450 |
| $0.404-0.628$ | $70 \%$ | 411 |
| $0.628-0.927$ | $75 \%$ | 410 |
| $0.927-1.390$ | $77 \%$ | 395 |
| $1.390-2.250$ | $90 \%$ | 378 |
| $2.250-\inf$ | $94 \%$ | 94 |

(b) Distribution of low energy solution bias in quantiles of $v$ for the subleading $\tau$.
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