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Chapter 1

Introduction

Modern cosmology allows us to understand the history of the universe on macroscopic
scales (see [Ams]). It is also consistent with other observations, e.g. rotational curves
of galaxies (see Section 2.2), which imply the existence of additional gravitationally
interacting particles called Dark Matter. These particles however have so far not been
observed directly. Thus, they are also not included in the Standard Model of particle
physics. Consequently discovering the true nature of dark matter remains one of the
most pressing challenges facing elementary particle physics to this date[Åke+18]. It also
provides a large potential to expand our current knowledge of the laws of nature. Most
experiments, which have been performed until today, are most sensitive to dark matter
candidates in the GeV to TeV mass range[Åke+18]. The MeV to GeV mass range however
has been and remains difficult to examine with current experiments[Åke+18]. Discoveries
such as the recent observation of the 8Be anomaly and possible explanations with new
particles[Fen+17], only add to the interest in research in this field.

This thesis builds on the idea of a light dark matter experiment proposed in [Åke+18].
The goal of this experiment is to produce dark matter in fixed target collisions of an
electron beam. The NA64 collaboration has already performed a first physics run with an
electron beam fixed target experiment[Ban+17], but will not reach the required sensitivity
due to luminosity limitations[Åke+18]. Thus, making the proposal in [Åke+18] interesting.
Together with the future missing mass measurement from Belle II, this approach would
largely provide the needed sensitivity to test most scenarios of dark matter freeze out via
annihilation to Standard Model particles below a GeV. While the experiment is mainly
focused on the discovery possibilities regarding dark photons, its experimental technique
also provides sensitivity to other dark matter models.[Åke+18].

The basic design features an electron beam impinging on a thin target, creating dark
matter particles through a “dark bremsstrahlung” process[Åke+18]. Most of the beam
energy will be carried away by the produced particles. Trackers before and behind target
in a magnetic field are used to reconstruct the kinematics, searching for low momentum
electrons[Åke+18]. Additionally calorimetry is used to veto events[Åke+18].

The promising physics prospects and the compact design, make this experimental
approach interesting to several accelerator facilities. In particular, the electron stretcher
accelerator (ELSA) located at the “Physikalisches Institut” at the University of Bonn has
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Chapter 1 Introduction

some features, which provide a suitable base for an experiment of this type. It is within
the right energy range with an energy resolution of 0.8 ‰. Additionally the resonant
extraction process can be used to extract electrons in a very controlled manner every 2 ns.

Before such an experiment can be realised however, the setup has to be simulated.
This ensures proper design choices are made and is essential in the planning phase of an
experiment. Additionally sensitivity studies can be made and the potential impact of the
experiment can be studied.

This thesis aims to build upon the ExPlORA framework to establish a basic simulation
for a light dark matter type experiment at ELSA. The main focus is on the simulation and
building of the pixel detector trackers. It begins with an introduction into the theoretical
framework of the Standard Model and dark matter, as well as a short introduction to ELSA
(Chapter 2). Then the general idea behind the detector setup is explained (Chapter 3).
Subsequently the general simulation setup is described (Chapter 4). This chapter also
features an introduction into the ExPlORA framework. The process of simulating pixel
detectors is explained in Chapter 5. Then the implementation of a new fitting routine
is discussed in Chapter 6. Finally Chapter 7 features some interesting studies, which
can be performed with the setup developed in this thesis, and Chapter 8 concludes and
summarises the thesis.
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Chapter 2

Theoretical Introduction

This chapter provides a brief introduction to the theoretical background needed for
this thesis. Detailed information is omitted at appropriate places in favour of brevity.
Additional information can be found in the referenced sources.

2.1 The Standard Model of Particle Physics

The Standard Model of particle physics (SM) is the currently used model to describe
particles and their interactions. It allows us to correctly calculate cross sections and makes
accurate predictions, which are verified by experimental observations. Notable examples
of particles, which were predicted by the SM and then found in experiments, include the
discovery of the top quark in 1995[Aba+95] and the Higgs boson in 2012 by the ATLAS
and CMS collaborations[The12a; The12b; Hei17]

2.1.1 Particles and Interactions

An overview of the SM and its interactions can be seen in Fig. 2.1. The SM consists of
six leptons (spin 1/2), six quarks (spin 1/2), four gauge bosons (spin 1) and the Higgs
boson (spin 0). Particles with integer spin are called bosons and particle with half integer
spin are called fermions. The gauge bosons act as force carriers and are responsible for
the SM interactions. Quarks and leptons can be organised into three generations. The
first generation consists of the lightest particles, which are stable. The second and third
generation contain heavier particles, which eventually decay into particles of the first
generation. Neutrinos are exempted from this rule.

The SM provides descriptions for the electromagnetic force mediated by photons, the
strong force mediated by gluons and the weak force mediated by Z and W bosons. The
Higgs boson does not carry a force, but is used to give particles their mass via the Higgs
mechanism[BGB08]. Gravity is currently not a part of the SM and usually irrelevant for
interactions in particle physics due to its relative weakness compared to the other forces.
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Chapter 2 Theoretical Introduction
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Figure 2.1: The Standard Model of particle physics with all included particles[Bur16]

2.1.2 Quantum Electrodynamics

The SM can be formulated as a quantum field theory with gauge group SU(3)C ×SU(2)L ×
U(1)Y. This means, that the theory can be expressed by a Lagrangian and possible
interactions and their cross sections are subsequently calculated using the Hamiltonian
formalism[Sch17]. Particles can then be thought of as excitations in their respective
quantum field.

This allows for the separation of the SM Lagrangian into several parts, which correspond
to the fundamental interactions and their interacting particles described in Section 2.1.1.
One of these interactions is quantum electrodynamics (QED). It describes the electromag-
netic interaction between electrically charged particles.

The part of the SM Lagrangian LQED, which describes QED can be written as[Sch17]1:

LQED = −1

4
FµνFµν + iψ̄ /Dψ −mψ̄ψ (2.1)

Here Fµν = ∂µAν − ∂νAµ corresponds to the field strength tensor of the electromagnetic
field, ψ to the Dirac field of the corresponding fermion, /D to the covariant derivative in
1 This only shows the interaction for one type of fermion. This is however sufficient for the subsequent

discussion.
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2.2 The Need for Dark Matter

Dirac slash notation[Sch17] and m to the mass of the respective fermion.
This Lagrangian determines all types of interactions, which can happen due to the

electromagnetic force. One of these interactions is Bremsstrahlung.

Bremsstrahlung

The word bremsstrahlung comes from German bremsen “to break” and Strahlung “ra-
diation”. Consequently, it is a process in which a charged particle emits radiation and
thus looses energy. A Feynman diagram is the usual representation of this process. The
corresponding diagram can be found in Fig. 2.2.

e−

γ

e−

γ

e−

Figure 2.2: An exemplary Bremsstrahlung process with an electron as charged particle.
Time runs on the x-axis from left to right.

The incoming electron of the initial state interacts with the atomic nucleus of some
surrounding material and exchanges a photon. It then emits another photon, which leads
to two particles in the final state with the outgoing electron having lower energy compared
to the incoming one. The interaction with the nucleus is required to conserve energy and
momentum.

2.2 The Need for Dark Matter
The term dark matter(DM) refers to some kind of matter, which so far has only been
detected due to its gravitational interaction on cosmological scales. It has not been
observed directly. Hence the “dark” attribute in its name[Sch06].

There are several observations in cosmology, which hint to the existence of DM. This
sections purpose however, is to motivate the necessity of DM searches in elementary
particle physics. A more detailed overview of the topic can be found in e.g. [Sch06].

One of the most compelling ways, the effects of DM can be seen is by studying the
rotation curves of galaxies. The radial distribution of visible matter and Newton’s law of
gravity give a clear prediction on the rotational speed of stars at different distances from
the galactic centre. An example of such a measurement can be seen in Fig. 2.3.

Other measurements imply, that both the stellar, and gas density fall off exponentially
for large radii. This means, that the velocity should be ∝ 1/

√
radius[Sch06]. The velocity

however is nearly constant for large radii, implying that more matter is present in the
galaxy.
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Chapter 2 Theoretical Introduction

Figure 2.3: Rotational curve of the Milky Way. Taken from.[Mró+19]

However this measurement does not rule out some kind of astrophysical DM consisting
of e.g. faint stars or black holes. Though the baryon abundance in the universe makes the
concept of particle physics DM more viable[Sch06].

One possibility for such a particle physics approach is the existence of a weakly interacting
massive particle (WIMP)[Sch06; Ams]. This refers to a particle with a mass of ≈ 0.1 to
10 TeV, which is weakly interacting[Åke+18]. This scenario has been the main focus of
research so far, having produced powerful null results. The simplest scenarios can be ruled
out by several orders of magnitude and the remaining parameter space can be covered by
upcoming experiments[Åke+18].

The other possibility is to investigate a lower range of masses of ≈ 0.1 to 1 GeV, which
is still consistent with the cosmological model of the early universe (see [Ams] for details.).
Furthermore this so called light thermal dark matter (LDM) is motivated by the dark sector
scenario(see Section 2.3). It thus makes for a compelling possibility, which encourages
additional investigation.

2.3 The Dark Sector
Section 2.2 gave a brief overview over experiments and observations, which show the need
for DM. The modularity of the SM’s formulation as a quantum field theory allows for
the addition of new terms to the Lagrangian. These terms can account for new particles
and interactions. Constraints on these new terms are only given by the well established
symmetries of the SM.

One possible solution to the introduction of DM is the addition of a dark sector, which
consists of one or more DM and mediator particles. The coupling to the SM is achieved by
a so called portal interaction. The nature of this portal interaction depends on the spin
and parity of the corresponding mediator between the SM and dark sector[Ale+16]. Due
to constraints from gauge and Lorentz symmetries of the SM, only four possible portal

6



2.3 The Dark Sector

interactions remain. An overview of them can be found in [Ale+16]. One of the most
viable models for LDM is the introduction of a massive spin-1 mediator particle with
gauge group U(1)D - the dark photon, along with additional DM particles.

The next sections give a brief introduction into the idea behind the theory and a possible
implementation into the framework of the SM.

2.3.1 Implementation as a Quantum Field Theory

Dark Photons

One of simplest ways to introduce dark photons is via minimal kinetic mixing. The
Lagrangian for the dark photon part of the theory then can look like Eq. (2.2)[Ale+16].

LA
′ = −1

4
F ′µνF ′

µν −
1

2

ε

cos θW
BµνF ′

µν +
1

2
m2

A
′A′µA′

µ (2.2)

Here F ′
µν is the field strength tensor of the dark photon field, mA

′ is the dark photon mass,
A′

µ is the dark photon vector potential, θW is the weak mixing angle and ε is a dimensionless
coupling parameter. The hypercharge field strength tensor Bµν = ∂µBν − ∂νBµ is defined
via the hypercharge field Bµ. Bµ is the gauge boson to the U(1)Y symmetry group of the
SM.

The connection to QED is not immediately obvious due to the nature of the Bµ boson.
It is used in the unification of the weak and electromagnetic forces and can be decomposed
into a photon(Aµ) and a Z (Zµ) part[Sch17]:

Bµ = cos θWAµ − sin θWZµ

Taking only the kinetic mixing with the photon field into account2, the relevant term in
Eq. (2.2) becomes:

−1

2
FµνF

′µν

This process changes the mass eigenstates and interactions of the involved vector bo-
sons[CGR10]. They can be diagonalised and transformed to the new mass eigenstates. The
process is not repeated here, but the corresponding calculation can be found in [CGR10].
The result of this transformation is the Lagrangian in Eq. (2.3)[Åke+18].

LA
′ = −1

4
F ′µνF ′

µν +
1

2
m2

A
′A′µA′

µ − εeA′
µJ

µ
em (2.3)

Here Jµ
em is the electromagnetic current, which couples the dark photons to SM fermions.

It can be written as
∑

f Qf ψ̄fγ
µψf , where Qf is the charge of the respective fermion, ψf

its spinor, γµ a Dirac matrix and the sum runs over all fermions.

2 The part which couples to the Z boson will be neglected, because of the low cross section for interactions
via the weak force.
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Chapter 2 Theoretical Introduction

Dark Matter Particles

To complete introduction of the dark sector, there is still the need for a DM particle. This
can be accomplished by adding more terms to the Lagrangian. These can have the form
given in Eq. (2.4)[Åke+18].

LDM = −gDA
′
µJ

µ
D + corresponding mass term (2.4)

Here gD refers to the coupling of the DM particle to the dark photon and Jµ
D is the dark

current, which couples the dark photon to the dark matter particle. The exact form of Jµ
D

depends on the type of particle to be introduced. An overview of options can be found in
[Åke+18]. The mass term also depends on the introduced particle.

2.3.2 Secluded and Direct Annihilation

A Thermal DM freeze-out model is a simple and predictive explanation for the DM
abundance observed in the universe[Ale+16]. It is thus highlighted in further detail. In
this model, DM and ordinary matter are in thermal equilibrium in the early universe.
Once temperatures cool down enough, the freeze-out occurs. The equilibrium is essentially
broken, but the matter distribution remains[Ams].

This freeze-out model requires a thermally-averaged DM annihilation cross-section 〈σv〉
of ≈ 3× 10−26 cm3 s−1[Ale+16]. This and other cosmological constraints(see Section 2.2),
put strict limits on the theory.

There is an important distinction for all DM types and mediators, which has to be
made: Secluded annihilation into SM particles or direct annihilation[Ale+16].

Secluded Annihilation

Let mχ be the mass of the DM particle. It is then assumed, that mA
′ < mχ. DM mainly

decays into A′ pairs as can be seen in Fig. 2.4(a). The annihilation rate for this process is
proportional to[Ale+16]:

〈σv〉 ∝ g4D

m2
χ

It is important to point out, that there is no dependence on ε, which is the dark sector
SM coupling. It is thus challenging to test this possibility in the laboratory[Ale+16].
Additionally, this option is constrained by data from the cosmic microwave background,
which rules out DM masses below ≈ 10GeV[Åke+18].

Direct Annihilation

Let mχ again be the mass of the DM particle. The necessary assumption for this possibility
is mA

′ > mχ. The DM particle now decays via a virtual mediator into SM particles, as

8



2.3 The Dark Sector

can be seen in Fig. 2.4(b). The annihilation rate is now proportional to[Ale+16; Åke+18]:

〈σv〉 ∝
g2Dε

2m2
χ

m2
A

′
∝ y

m2
χ

, y = ε2 αD︸︷︷︸
g
2
D/4π

(
mχ

mA
′

)4

(2.5)

This possibility offers a clear predictive target for discovery and falsifiability, as the
dark coupling gD and ratio mχ/mA

′ are at most O(1)[Ale+16]. Consequently, there is a
minimum ε in order to be consistent with the thermal history of the universe[Ale+16].

χ̄

χ

A′

A′

(a) Secluded Annihilation

χ̄

χ

f

f̄

A′∗

(b) Direct Annihilation

Figure 2.4: Secluded and direct annihilation of DM particles χ[Åke+18].

2.3.3 Possible Elementary Dark Matter Particles
It became clear in Section 2.3.2, that mA

′ > mχ in order for the theory to offer a predictive
target and falsifiability. It is instructive to list possible choices for the DM particle χ and
the corresponding Jµ

D in Eq. (2.4), whose relic density arises from direct annihilation.

• Majorana Dark Matter : The DM particle χ is a Majorana fermion in this case. It
thus couples through an axial-vector current[Åke+18].

Jµ
D =

1

2
χ̄γµγ5χ

• “Pseudo” Dirac Dark Matter : In this case, χ can be a Dirac fermion. If the mass term
for χ is U(1)D preserving, this model is already constrained by cosmic microwave
background measurements, unless there is a particle-antiparticle asymmetry[Åke+18].
If the mass term is U(1)D breaking, analogous to SU(2)W breaking mass terms in
the SM, χ splits into to Majorana fermions(mass basis), which couple off-diagonally
to the A′[Åke+18].

Jµ
D = iχ̄1γ

µχ2

• Scalar Elastic: This scenario features a complex scalar χ with U(1)D preserving
mass terms[Åke+18].

Jµ
D = i(χ∗∂µχ− χ∂µχ∗)

9



Chapter 2 Theoretical Introduction

• Scalar Inelastic: In this scenario, χ is again a complex scalar. However the mass
term is U(1)D breaking, analogous to SU(2)W breaking mass terms in the SM. Thus
the coupling to A′ is inelastic and χ must first transition to a heavier state in order
to scatter through the current[Åke+18].

Jµ
D = i(χ∗

1∂
µχ2 − χ2∂

µχ∗
1)

Due to the different interaction with the dark photons, the parameter space looks different
for each experiment. It is now possible to fix the ratio mχ/mA

′ and αD and look at the
resulting parameter space for a viable model for χ. This is shown in Fig. 2.5. The ratio and
the value for αD have been chosen to be disadvantageous to the parameter space[Åke+18].
Nevertheless it can be seen, that a LDM experiment can, combined with other upcoming
experiments, cover the parameter space[Åke+18] and thus provides an integral part to
research in this area.

2.3.4 Dark Bremsstrahlung
The signal process, which will be used to detect potential DM is called dark bremsstrahlung.
It is analogous to the Bremsstrahlung process in Section 2.1.2. An incoming electron
exchanges a photon with an atomic nucleus and then later emits a dark photon A′. The
A′ then decays into DM particles at a later time. Feynman diagrams for these processes
can be seen in Fig. 2.6. This signal process creates a very clear signature in a possible
detector[Åke+18]:

• The recoiling electron carries a small amount of the beam energy.

• The recoiling electron receives a s sizeable transverse momentum not present in the
incoming beam

• Absence of any other particles than the recoiling electron in the final state, as the
produced DM will likely have no further interaction with the detector

The detection of this process relies on the accurate measurements of the incoming and
recoiling electron’s momentum and is thus called missing momentum technique.

2.3.5 Background Processes
A detailed review of the background processes is needed, as the cross section for any DM
process is rather small(see Section 2.3.2). Thus the rejection of non signal processes will
have major influences on the detector design (see Section 3.1) An overview of the main
background processes with their relative occurrence rate can be found in Fig. 2.7. Due to
their influence on the detector design, it is instructive to review some of these background
processes (for more information see [Åke+18]) in greater detail.

• Incident low-energy particles: at high enough integrated luminosity, there will be a
sizeable number of low energy electrons. If their energies are consistent with energies

10



2.3 The Dark Sector

Figure 2.5: The parameter space for a LDM experiment for different models of χ.
The relic target represents the set of parameters, which are consistent with the
thermal history of our universe. The capabilities of other experiments are shown.
“Missing Momentum” refers to potential capabilities of a LDM type experiment as it
is described in this thesis. Taken from[Åke+18].

e−

A′

e−

γ

e−

(a) Dark Bremsstrahlung

A′

χ̄

χ

(b) Dark photon decay

Figure 2.6: Dark bremsstrahlung and the following decay process of dark photons.
Adapted from [Åke+18].
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Figure 2.7: Background processes to dark bremsstrahlung with their relative rate for
a linear accelerator. Taken from[Åke+18].

from recoiling signal electrons, they cannot be distinguished from signal recoiling
electrons[Åke+18]. Thus [Åke+18] proposes a tagging tracker, which measures the
momentum of incoming electrons.

• Hard bremsstrahlung: In events like this, the incoming electron loses a significant
fraction of its energy through an ordinary bremsstrahlung event. If the recoiling elec-
tron’s energy is consistent with signal event energies, it can be misidentified as a dark
bremsstrahlung event. It is thus proposed to employ an electromagnetic calorimeter
at the end of the beam line to veto this type of events(see Section 3.1)[Åke+18].

• Interactions with hadron production: If hadrons are produced in the target or
anywhere else along the beam line, the incoming electrons can loose a significant
amount of their energy which imitates signal events. [Åke+18] therefore proposes
to introduce a hadronic calorimeter to measure the total energy in the final state
together with the electromagnetic calorimeter. This energy measurement can then
be used to veto such events.

2.4 The Accelerator - ELSA
The Electron Stretcher Accelerator(ELSA) is an electron accelerator located at the
“Physikalisches Intitut” of the University of Bonn. The purpose of this thesis is to
conduct a first simulation study of LDM type experiment at this accelerator. It is thus
useful to point out its main features. A general overview of the experimental hall can be
found in Fig. 2.8.
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Figure 2.8: Layout of the ELSA experimental hall with pre accelerators and current
experiments. Taken from [Fro19].

Its main features relevant for a LDM experiment include a well controlled electron
beam with a maximum energy of 3.2 GeV. A possibly significant advantage compared to
the setup proposed in [Åke+18] is the considerably better energy spread of the incoming
beam of 0.8 ‰.3 This might reduce the background from slow electrons (see Section 2.3.5)
and thus improve overall performance. Another possible background reducing factor is
the ability to extract very few electrons per event with a spacing of 2 ns. This makes it
much easier to track the incoming and recoiling electrons, resulting in a possibly better
momentum resolution.

These advantages exist due to the resonant extraction process used at ELSA.

2.4.1 Resonant Extraction

This section provides a brief overview into the physics behind resonant extraction. For a
detailed discussion see [Pul99; Wil05].

This section will use the normalised coordinate system for accelerators. X refers to

3 This value was obtained by personal communication with Dr. Frank Frommberger, who is working at
the facility.
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the horizontal coordinate perpendicular to the beam axis, Y is the corresponding vertical
coordinate and µ the phase along the direction of the beamline[Pul99]. For extraction
ELSA is driven at a horizontal betatron frequency Q close to 14/3[Fro19], which increases
µ by 2πQ for one revolution. Primed coordinates refer to their derivative with respect to
µ. Extraction happens in the horizontal X plane. This coordinate will thus be the focus
of further discussion.

If a particle’s position in phase space is mapped in a stable trajectory within the
accelerator, the result is a circle in e.g. the X and X ′ coordinate[Pul99]. Once a sextupole
field is introduced the trajectory in phase space changes and traces out a triangular shape
at the sextupole position. Fig. 2.9(a) shows a particles trajectory during a slow(compared
to the revolution time of the accelerator) increase of the sextupole field and outlines the
transition between both shapes nicely.

(a) Particle trajectory in increas-
ing sextupole field. Taken from
[Pul99]

X’

X

(b) Visualisation of separatrices

Figure 2.9: Particle trajectory in changing sextupole field and visualisation of sep-
aratrices.

The triangular shape appears, when particles are close to a resonance with 3 in its
denominator. The shape is outlined by the so called separatrices, shown in Fig. 2.9(b). It
is possible to show, that particles within the separatrices(shaded region in Fig. 2.9(b)) are
on stable trajectories, while particles outside this region will move away from the main
beam and gain distance with every revolution[Pul99]. The size of the stable region can
be finely tuned by changing the sextupole field strength or putting particles closer to the
corresponding betatron frequency. This allows for the selection of just a few particles with
well defined momentum.

The separated particles can then be extracted by a septum magnet. This process is
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Figure 2.10: Visualisation of extraction with septum magnet. Arrows indicate the
magnetic field. The yellow ellipses represent the main and extracted beam. Graphic
inspired by [Wil05].

visualised in Fig. 2.10. If the distance between the main beam and the particles to be
extracted becomes large enough, the extraction beam moves into the magnetic field of
the septum magnet. A magnetic shield is used(black dashed section in Fig. 2.10) to keep
the influence of the septum magnet on the main beam minimal. The extraction beam is
deflected due to the field and can thus be transferred to a separate beamline and used for
experiments.
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Chapter 3

Detector Concept and Experimental Setup

This chapter gives a review of the experimental concept proposed for a light dark matter
experiment (LDMX) at SLAC[Åke+18]. The main focus will be put on the tracker, as
this comprises the main part of this thesis. Additionally adaptions for ELSA are discussed
and described.

3.1 LDMX Detector Concept and Setup
The main design focus for the LDMX detector is on suppressing the most occurring
backgrounds described in Section 2.3.5. A schematic overview of the proposed design can
be found in Fig. 3.1. The experimental setup is mostly guided by the requirement to

Target

Beam

ECal

HCal χχ̄{

Tracking Layers

{

Figure 3.1: Schematic of the detector concept proposed in [Åke+18] with all relevant
components. Figure adapted from [Åke+18]

precisely track every single incoming electron due to the rarity of signal events. This puts
strict requirements on the detector as faster readout speeds and signal processing allow
for more electrons on target.

The LDMX setup can loosely be divided into six main parts. The incoming electron
beam, the tagging tracker in front of the target, the target, the recoil tracker behind the
target and the electromagnetic and hadronic calorimeters.

Fig. 3.2 gives an overview of the entire setup in software. The 88.9 cm magnet gives a
sense of scale and shows the way different components are arranged.
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Figure 3.2: The LDMX setup proposed in [Åke+18] in simulation software. This
provides an overview of the entire setup as a whole. Taken from [Åke+18]

3.1.1 Incoming Beam

The incoming electrons have a momentum of 4 GeV. The exact beam parameters are
determined by the respective accelerator. The beam spread can also be adjusted to change
the amount of electrons per extraction as a higher spread allows for the tracking of more
electrons.

3.1.2 Tagging and Recoil Trackers

The tagging tracker consists of seven layers of silicon strip detectors and is placed into the
central field of a dipole magnet with a field of 1.5 T. Its main purpose is to measure the
momentum of incoming 4 GeV beam electrons. Thus it is used to provide a veto against
slow electrons from the beamline[Åke+18].

The recoil tracker is similar in construction to the tagging tracker and consists of six
layers of silicon strip detectors. It is placed in the fringe field of the 1.5 T dipole magnet.
This tracker can cope with a weaker magnetic field, because it should track the low
momentum electrons (50 to 1 200 MeV).

3.1.3 Target

The target can theoretically be any kind of material. The signal dark bremsstrahlung
events will occur here. Reference [Åke+18] proposes a 10 % radiation length (0.1X0) sheet
of tungsten. Other combinations are possible and might be even more viable. However
the target thickness is a compromise of signal event rate and transverse momentum
resolution[Åke+18].
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3.1.4 Calorimeters

The electromagnetic calorimeter is a high granularity Si-W sampling calorimeter, whose
design is based on the high granularity calorimeter for the upgrade of the CMS experi-
ment[Con+15]. Its main purpose is the detection of photons and electrons. This allows
for the rejection of hard bremsstrahlung events by reconstructing the energy of recoiled
electron and photon, which, if summed up, should be close to the incoming electron
momentum[Åke+18].

The hadronic calorimeter is a scintillator based sampling calorimeter. It is used to
contain showers, which escape the electromagnetic calorimeter. Furthermore it is able to
detect neutral hadrons. It therefore provides a veto for hadronic background events.

3.2 Proposed Adaptions and Design Considerations for ELSA

The goal is to make a first simulation of a LDMX type experiment at ELSA. Consequently
the design is inspired and similar to the one described in [Åke+18]. However there are some
adaptions and changes to be made, in order to adapt this missing momentum approach to
a different accelerator (see Section 2.4).

3.2.1 Beam Parameters

Due to the fact, the electron beam is produced at a different accelerator, the beam
parameters are different. The most important one being the lower energy of 3.2 GeV and
the possibility of extracting few electrons per event by using resonant extraction (see
Section 2.4.1). For details about other parameters such as opening angles see Section 4.4.6.

3.2.2 Magnetic Field

The ELSA experimental hall already contains a large open dipole magnet (OD magnet)
with a maximum field of more than 0.5 T for the BGO-OD experiment[Fre17]. This can
probably be increased to about 1 T1. The OD magnet has a vertical opening of 84 cm and
a horizontal opening of 150 cm respectively[Fre17]. Its larger interior might offer enough
space for both tagging and recoil tracker to be placed inside the homogeneous part of the
magnetic field. This will however depend on final number of detector layers and their
placement. Furthermore there already exists a complete map of its magnetic field. This is
a useful starting point for the simulation as no rough approximation for the magnetic field
has to be made.

Even though it is possible to use a different magnet, the fact that a large enough dipole
magnet already exists, offers an interesting opportunity to test the achievable performance
with already existing equipment.

1 This value was obtained in personal correspondence with Dr. Frank Frommberger
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3.2.3 Tracker Adaptions
As already stated in the beginning of this chapter, the main focus of this thesis is the
simulation of the tracker. Instead of silicon strip detectors, pixel detectors are used. As
the requirements for the detector components are demanding, the model for pixel detectors
in this thesis in terms of size and geometry is influenced by considerations for upgraded
pixel detectors at the High-Luminosity LHC[Mig16].

This is a viable template, due to similar considerations and requirements for the pixel
detectors. These include high granularity for good momentum resolution, the need to
transfer large data rates and minimising the material budget[Mig16]. Even though these
parameters are desirable for most applications in which pixel detectors are used, the design
in [Mig16] shows what is possible with current technology.

The main features relevant for this thesis are[Mig16]:

• 2 500 µm2 area per pixel. With dimensions of 50µm× 50µm or 25µm× 100µm

• Silicon thickness of 100 to 200 µm

• Total material budget of 2.5 % of a radiation length

• Detection threshold of 1 200 e per pixel

It is also worth noting, that the installation of pixel detectors is simplified due to the
geometry compared to the layered design in CMS. Since the pixel layers for this experiment
are stacked along the beam axis instead of layered radially around the beam, the space is
not as constrained. This makes it less complicated to deliver services such as cooling and
read out to each layer.

The significantly better energy spread at ELSA compared to a linear accelerator (see
Section 2.4) could eliminate the need for as many layers in the tagging tracker. Thus
reducing the overall material budget which is desirable. This however, has to be tested in
simulation.

3.2.4 Calorimeters
The design of the calorimeters can probably be mostly left unchanged as they fulfil the
same tasks as in [Åke+18].

A limitation, which might have to be considered in the future are spatial constraints
towards the back of the experimental setup. Assuming the experiment is placed around
the already existing OD magnet, the space behind the target is limited (see upper left of
Fig. 2.8 with the BGO-OD experiment. This section also shows the location of the OD
magnet). This might have implications on the calorimeter design. Furthermore due to the
proximity of institutes at the university, the entire radiation has to be contained in the
experiment and can not be dumped into the wall.
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Chapter 4

Simulation Setup and ExPlORA

This chapter describes required software packages and the setup of different parts of the
simulation. It also serves as a general overview and explains basic and necessary steps.
Special emphasis will be put on the simulation framework ExPlORA (Extended Pluggable
Object-oriented ROOTified Analysis), which is used to perform simulations for this thesis.
ExPlORA uses GEANT4 for physics simulation. It is thus useful to start with a short
explanation on this software package.

4.1 GEANT4

GEANT4 is a toolkit for the simulation of the passage of particles through matter[Gea].
It provides a complete set of tools for all areas of detector simulation. It thus provides the
user with the possibility to simulate an entire detector. As such it is a large and complex
software package and a complete and thorough description is beyond the scope of this
thesis. Detailed information and user support can be found on the GEANT4 support
website: [Gea].

The GEANT4 toolkit uses Monte Carlo methods to simulate the passage of particles
through matter. It makes extensive use of object-oriented programming, such that
different aspects of the simulation can be grouped into individual parts of the toolkit. This
includes detector geometry, materials, fundamental particles, response of sensitive detector
components, elementary physics processes etc. Particularly noteworthy for the context of
this thesis is the implementation of elementary physics processes[Gea].

The toolkit provides several physics lists, which describe elementary particle interactions.
Due to necessary approximations, there is no perfectly fitting list for every use case and it
is up to the user to choose the list best suited to his setup. It is also possible to edit and
add new processes by changing or implementing a new physics list. This is probably the
cleanest way to implement a dark bremsstrahlung process. Due to the large effort involved
in this, a different way was chosen for this thesis, which is explained in Section 4.4.8.
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4.2 ExPlORA
The software framework ExPlORA has been developed for the CBELSA/TAPS collabora-
tion for use at the CBELSA/TAPS experiment in Bonn[Fre17] and is written in C++. The
version used in this thesis was forked from the original version in 2011 for the BGO-OD
experiment. It provides a working simulation for the BGO-OD experiment at ELSA. Hence
large amounts of code can be reused and it is not needed to implement every aspect of the
detector simulation from scratch. Thus, some parts from this experiment are mentioned
and used throughout this thesis (e.g the OD magnet).

4.2.1 Idea and General Structure
The basic idea behind ExPlORA is to have a single framework for simulation and physics
analysis, which can be configured via a markup language. The advantage of this is, that
the program does not have to be recompiled after a change to the physics analysis is made.
Furthermore, event by event simulation is done using GEANT4, while the physics analysis
can be done with the ROOT software framework. Thus combining two powerful toolkits.

Plugins

ExPlORA makes extensive use of the object-oriented nature of the C++ language. Every
functional part of the simulation is written as its own plugin and can be invoked at any
time. The necessary flexibility is achieved by configuring each plugin with a XML file. An
example of such a configuration can be seen in Listing 4.1.

1 <BTDetectorGeometry
2 debug="0"
3 name="magnetgeo"
4 detector="magnet"
5 origin="(0.0, 0.0, 276.5)"
6 />

Listing 4.1: Example of a XML configuration file in ExPlORA. This example shows
the geometry configuration for the OD magnet

It shows the configuration which describes the placement of the OD magnet. The entire
content of Listing 4.1 is referred to as element. The tag BTDetectorGeometry shows the
plugin, which is called by this element. The contents of the tag e.g. debug and origin are
called attributes[Fre17]. The value for each attribute can be accessed by this instance of
the BTDetectorGeometry plugin. In this case it would mean, that the magnet is placed at
(0, 0, 276.5) in the global coordinate system, the debug level is set to 0 and the plugin name
is ”magnetgeo”. The debug level is used internally to determine the amount of additional
debug information displayed on the console. The detector attribute is used internally, if
other plugins might want to access the geometry class associated with the OD magnet.

It is easy to see how the ability to pass parameters over this system gives the necessary
flexibility for generically written plugins to be used for different purposes. Another addition
to the flexibility of this approach is that XML files can be included by other XML files,
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resulting in a master XML file. Only this file is actually given as a parameter to ExPlORA
at program start. This master file then includes all other XML files (this happens over
several levels), which completely describe the simulation and subsequent analysis by
configuring their plugins.

Exchanging Data between Plugins

In order to perform any kind of analysis, data needs to be exchanged between plugins. This
is done by the use of containers. Some plugins can be set up to receive input containers
and output data by setting a corresponding output container. The data within such a
container can then be accessed by all other plugins via its name. The content of a container
is pretty much arbitrary. It is possible to write custom C++ classes, which can be used
as data object and consequently be written into and read from containers. These data
objects can contain various amounts of information.

An example for such a custom data class might be a hit in some detector. It can
contain information such as the position of the detector volume and the amount of energy
deposited in it. The requirements for such a generic hit class will most likely be very
similar for different detectors such as the calorimeter and a pixel detector. This shows
another advantage of object-oriented programming, because this hit class can be used as
base for both detectors with minor necessary changes being made by inheriting from this
base and having custom hit classes for both detectors.

Making these data classes generic is also important for the analysis of data. Ideally the
data objects from simulation and measurements should be the same, such that the same
plugins can be used in the analysis. For this reason there are separated classes to describe
the geometry and setup of the detector. This way the simulation with GEANT4 and the
analysis can access needed information about the geometry.

4.3 Building Detector Components
A crucial part for this thesis is building custom detector components. Thus, it is instructive
to review the process used to implement these components. It was already mentioned
in Section 4.2.1, that the geometry for detector components is separate from any logic
associated with it. This section explains how to implement the corresponding geometry.
For the implementation of the logic needed to complete the simulation, see Chapter 5.

There are two necessary classes or plugins, which need to be implemented in order
to place a detector component. A detector geometry plugin and a detector geometry
builder. The idea behind this structure is the following: The geometry plugin holds all
the information needed to place and construct the respective detector component. It also
provides some basic methods to return this information to other plugins. The geometry
builder takes the information present in the geometry class and then constructs the relevant
detector component according to the specifications given in its code.

This structure is chosen in order to make the geometry data easily accessible to other
plugins. The number of pixels in a detector or its position are typical pieces of information
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provided by the geometry, which might be needed for plugins and parts of the simulation.
Section 4.4 shows how this is done for every detector component in the current setup.

4.4 Current Setup for Simulation

This section gives an overview over all detector components, which are used in the current
state of the simulation and shows how the geometry and geometry builder classes are used
to place detector components in the simulation.

4.4.1 Target

The easiest way would be to start with the target. This detector component is basically a
solid box filled with a defined material. This can be seen nicely by looking at the geometry
XML file in Listing 4.2.

1 <BTSolidBoxGeometry
2 debug="0"
3 name="Box"
4 detector="target"
5 boxlength="15"
6 boxwidth="15"
7 boxheight="0.03504"
8 origin="(0,0,250.0)"
9 material="Tungsten"

10 />

Listing 4.2: The XML file for the target geometry with all relevant attributes

Most of the attributes are self explanatory. It should however be noted, that ExPlORA
measures all distances in cm. Thus all dimensions of the box and the position of its
geometric centre (the origin attribute) have to be given in cm. Consequently the resulting
tungsten box will have dimensions of 15 cm× 15 cm× 0.03504 cm (0.03504 cm correspond
to 10 % X0 for tungsten[PW]). All geometry classes also provide the ability to rotate
detector components with Euler angles. This has not been used in this case and thus does
not show up in the XML file. The name and detector attribute are not as intuitive. The
value given in name is used to refer to this plugin in debug messages, while the value in
detector is the program internal name for the detector component. This usage becomes
clear by looking at the XML configuration for the geometry builder in Listing 4.3

1 <BTSolidBoxGeometryBuilder
2 detector="target"
3 />

Listing 4.3: The XML file for the target geometry builder with all relevant attributes

It can be seen, that the geometry builder only takes the detector attribute and then
constructs a solid box of Tungsten with the corresponding parameters. The final result
can be seen in Fig. 4.1 and is, as one might expect, a solid box.
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Figure 4.1: The finished target geometry in simulation. The coloured lines indicate
the position of the axes and can be ignored for merely observing the target.

4.4.2 Magnet and Magnetic Field
It was already mentioned in Section 3.2.2, that it would be ideal to use the already
existing OD magnet. This magnet is easy to implement into the simulation as it already
has a working geometry, geometry builder and field map. The magnet is thus included
similarly to the target. Listing 4.4 shows the respective XML file for both the geometry
and geometry builder. The attributes are already known from Listing 4.2 and Listing 4.3.
It should however be noted, that the magnetic field map does not appear here and is
included at a different part in the master XML file. The field map plugin also uses the
detector attribute in order to be assigned to the correct magnet.

1 <BTDetectorGeometry
2 debug="0"
3 name="magnetgeo"
4 detector="magnet"
5 origin="(0.0, 0.0, 276.5)"
6 />
7

8

9 <BTMagnetDetectorGeometryBuilder
10 detector="magnet"/>

Listing 4.4: The XML snippet for the OD magnet geometry and geometry builder

The end result of including the magnet with corresponding field lines can be seen in
Fig. 4.2.

4.4.3 Pixel Detectors
The pixel detectors are arguably the most important part of the detector and the focus of
this thesis. However this section will only describe the geometry and their setup. For all
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Figure 4.2: OD magnet with corresponding field lines in the graphic event display.
The colour indicates the strength of the magnetic field at the respective position.

the necessary logic, see Chapter 5.
The approach for silicon pixel detectors in this thesis is highly simplified. The box

geometry from the target is taken as a starting point. This means, that a layer of pixels is
approximated by layer of silicon as sensitive volume, followed by a layer of some generic
polymer. The silicon thickness is chosen according to the values given in Section 3.2.3.
Consequently the polymer thickness is chosen in order to be consistent with the total
thickness in radiation lengths of one pixel layer.

It is important to note, that several aspects one normally has to consider are not
investigated in this approximation. All services (cooling, power, data transfer, bump
bonding to readout chips etc.) and support structures are neglected and approximated by
the polymer layer. Particularly noteworthy is the negligence of timing and data transfer,
as these are a challenging part of this experiment. However, this is justified as this serves
as a first and rough simulation of the experiment, which is limited by the scope of a master
thesis.

Listing 4.5 gives an overview of all the attributes, which can be used to configure and
place a pixel layer. Some attributes are already known from the placement of magnet
and target. The attributes nrows and ncols determine the number of rows (y-axis) and
columns (x-axis) in which the pixels are arranged. Consequently the elements attribute
is the product of the two and needed for the digitizer (see Section 5.1). The pixellength,
pixelwidth and pixelthickness determine the dimensions of the sensitive layer in the x, y and
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z-axis respectively. The size of the polymer layer is determined by the dimensions of the
sensitive layer in the x-y plane and by the attribute fillerthickness in the z direction. The
materials for the sensitive and polymer layer are determined by material and fillermaterial
respectively.

1 <BTDetectorGeometryCrudePixelDetector
2 debug="0"
3 name="SiTest1"
4 detector="silicon_0_A_h"
5 elements="2250000"
6 nrows="1500"
7 ncols="1500"
8 pixelthickness="0.015"
9 fillerthickness="1.17"

10 pixelwidth="0.005"
11 pixellength="0.005"
12 origin="(-4,0.0,249.0)"
13 material="Silicon"
14 fillermaterial="Polyethylene"
15 />
16

17 <BTCrudePixelDetectorGeometryBuilder
18 detector="silicon_0_A_h"
19 />

Listing 4.5: The XML snippet for a pixel layer geometry and geometry builder

The finished pixel geometry can be seen in Fig. 4.3. There is a similarity between this
and Fig. 4.1, because the pixel detector geometry is based on the box used for the target.
However, the two different layers (silicon and polymer) are clearly distinguishable by colour
(yellow and green respectively). This shows, that this geometry plugin is working the way
it is intended.

4.4.4 Calorimeter
The hadronic calorimeter is not implemented in this thesis. The electromagnetic calorimeter
is modelled after the proposal in [Åke+18]. It is a sampling calorimeter and features
hexagonal cells. The corresponding geometry configuration file is given in Listing 4.6.
Note the unusual value for the detector attribute. Values for this attribute have to be
chosen from an already existing names list in ExPlORA. Therefore a more descriptive
name was unfortunately not available.

The calorimeter consists of hexagonal cells of side length sidelength and made of silicon
with a thickness of siliconthickness. These cells are arranged radially into a larger module,
such that the module consists of numaxiallayers layers. Each module is capped with
a hexagonal W base plate of thickness absorberthickness. Seven of these modules are
arranged as shown in Fig. 4.4 to create one layer of the calorimeter. Finally numlayers
layers are stacked to create the completed electromagnetic calorimeter.

The calorimeter also has a working digitizer. See Section 5.1 for details on how digitising
is done. Due to the complex geometry of the calorimeter, the position of each hexagonal
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Figure 4.3: The finished pixel detector geometry in simulation. The two different
layers (silicon and polymer) are clearly distinguishable by colour.

1 <BTDetectorGeometryECal
2 name="ECal"
3 detector="moeller1"
4 origin="(0.0,0.0,296)"
5 sidelength="0.447379"
6 numaxiallayers="7"
7 numlayers="32"
8 siliconthickness="0.05"
9 absorberthickness="0.646438"

10 elements="28448"
11 />

Listing 4.6: XML configuration for the electromagnetic calorimeter geometry

cell is saved in an array at build time. This allows the digitizer to access the position of
each hexagonal cell by its index. The corresponding plot showing that this idea works in
principle can be found in Fig. A.1.

Due to the high density and thickness of the calorimeter, a lot of interactions happen
within its volume. This impacts the simulation speed significantly. For this reason, parts
of the detector will be simulated separately. In particular, the calorimeter is only included
when explicitly stated.

4.4.5 Complete Simulation Setup Overview

All parts of the geometry have been described so far. It is thus instructive to view all of
them at once with several pixel detector layers as overview and important debug step. If
mistakes were made in setting up different parts of the geometry or in naming conventions,
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Figure 4.4: The finished electromagnetic calorimeter geometry in simulation.

these would now occur visibly. The complete setup can be seen in Fig. 4.5
It should be noted, that the number and placement of the pixel detectors is not final in

this example and it only serves overview and debug purposes for the finished geometry.

4.4.6 Particle Emission
Particle emission is an essential part to completing the simulation. There was already an
existing plugin in ExPlORA, which could generate electrons with a given momentum. It is
however best to explain its properties by looking at the corresponding XML configuration
file for the BTVirtuaMCElectronBeamGenerator plugin in Listing 4.7.

1 <BTVirtualMCElectronBeamGenerator
2 electronradiatorposition="(-0.0,0,-600.0)"
3 electronbeamdivergencex=".0171 * TMath::DegToRad() * 1000*1"
4 electronbeamdivergencey="0.00458 * TMath::DegToRad() * 1000*1"
5 generatedparticlecontainer="generatedparticles">
6 <BTNumberGeneratorFormula
7 name="Energy"
8 formula="0.95/(2.5066*${EnergyDeviation})*exp(-(x-${ElectronBeamEnergy})^2/(2*(${

EnergyDeviation})^2))+0.05*(x &lt; 3222)/(3.142)*(${EnergyDeviation})/((x-${
ElectronBeamEnergy})^2+(${EnergyDeviation})^2)"

9 min="${ElectronBeamEnergy}-40*(${EnergyDeviation})"
10 max="${ElectronBeamEnergy}+40*(${EnergyDeviation})"
11 />
12 </BTVirtualMCElectronBeamGenerator>

Listing 4.7: The XML configuration file for electron emission from a predefined source

The attribute electronradiatorposition defined the creation point for all created electrons.
The opening angle for the electron beam can be defined with electronbeamdivergencex
and electronbeamdivergencey. Due to the need to exchange data between plugins, the

29



Chapter 4 Simulation Setup and ExPlORA

Figure 4.5: The entire simulation setup geometry in simulation with several pixel
detectors layers, target, electromagnetic calorimeter and magnet.

created electrons are saved in a container with a name given by generatedparticles. In
order to simulate the energy distribution of the accelerator, the generated momentum is
chosen randomly according to a fully configurable probability density function (PDF).
The BTNumberGeneratorFormula plugin is used for this. The formula attribute makes it
possible to choose any PDF. The PDF for this simulation are given by a combination of a
Gaussian with the energy and corresponding spread given in Section 2.4. Both values can
be set in the master XML file. The other PDF in the combination is a 5 % contribution
from a Cauchy distribution with the same width as the Gaussian. This has no effect for
energy values larger than 3 222 MeV and is used to parametrize potentially longer tails
not captured by the Gaussian. The min and max attributes are used to set the minimum
and maximum possible generated momentum. A histogram with generated momenta can
be found in Fig. 4.6.

4.4.7 Background Event Generation

Background events are generated by just running the QGSP_BERT physics list in GEANT4.
Fig. 4.7 shows the total and transverse momentum of recoil electrons simulated with
this physics list. They are obtained by plotting the Monte Carlo truth level information
present in the simulation. It is a good consistency check to compare these histograms with
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Figure 4.6: Distribution of generated electron momenta according to the PDF given
in Listing 4.7. The histogram is normalised.

histograms for the same kinematic variables in [Åke+18]. For convenience they are given
in Fig. 4.8.

In order to make a sensible comparison, it is required to look at the Inclusive Single
e− Background in the plots in Fig. 4.8. The transverse momentum is hard to compare
due to the scale of Fig. 4.8, it is nevertheless included in Fig. 4.7. This consistency check
is important, because it verifies the physics list and entire setup. It is thus possible to
conclude, that this simulation setup works in principle and is able to produce meaningful
results.

However, there is a disadvantage to this process of generating background events. It
is desirable to increase cross sections of some background processes. This would make it
possible to determine and simulate detector performance and response to these specific
processes. An adaption to the physics list would be required to use this option. Since
this is outside the scope of this thesis, no alterations have been done to the physics list.
Consequently the likelihood of all background processes is determined by the default
QGSP_BERT physics list.

4.4.8 Signal Event Generation

The most intuitive and cleanest way to introduce DM signal events into the simulation
would be to change the underlying physics list used by the simulation. This would cleanly
integrate signal events into the detector setup and is the simplest way to set up the
simulation once integrated. However since no alterations to the physics list have been
done, a different method is required.
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Figure 4.7: Total and transverse momentum of recoiling electrons, simulated with the
standard QGSP_BERT physics list in GEANT4. The histograms are normalised.
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Figure 4.8: Total and transverse momentum of recoiling electrons from [Åke+18].
Applied cuts are given in the top. The horizontal line at 1.2 GeV represents a cut,
which is used in subsequent analysis step in [Åke+18].

Courtesy of Ruth Pöttgen, it was possible to obtain the original code used in the
simulation of signal events in [Åke+18]. For this reason it is instructive to give a synopsis
of the signal generation process in [Åke+18]:

The dedicated event generator MadGraph/MadEvent4 is used to generate signal events
via the e−W → e−WA′, A′ → χχ̄ reaction, where W represents a tungsten nucleus. The
generated recoil electrons are then included in the simulation by letting their tracks start
within the target. Appropriate smearing is applied to the starting position around the
nominal centre of the beam. From this point the simulation with GEANT4 continues and
takes this track as starting point, essentially not simulating all interactions in front of the
target.

The code, which was obtained, contains a shell script to start the event generation as
well as several configuration files. These files can be used to set simulation parameters
before starting the event generation. This includes number of simulated events, beam
energy, initial cuts on kinematic variables and more. Especially important is the ability to
change the beam energy, in order to set it to the 3.2 GeV possible with ELSA.

The output of the simulation is a Les-Houches event file (LHEF). The format of these
files is explained in [Alw+07; Boo+01] and summarised here. The files contain events in a
XML style format. The beginning of each file contains information about the current run
applied cuts, set energy and more. An example of a single signal event in this format is
given in Listing 4.8.
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1 <event>
2 5 0 0.7108941E+06 0.9118800E+02 0.7818608E-02 0.1180000E+00
3 11 -1 0 0 0 0 0.00000000000E+00 0.00000000000E+00 0.31999999592E+01

0.32000000000E+01 0.51109989000E-03 0. 1.
4 -623 -1 0 0 0 0 0.00000000000E+00 0.00000000000E+00 0.15732304348E-10

0.17130000000E+03 0.17130000000E+03 0. 1.
5 11 1 1 2 0 0 -0.17553389318E-01 0.29143206290E-01 0.37795374439E-02

0.34234399013E-01 0.51109989000E-03 0. 1.
6 -623 1 1 2 0 0 -0.17508839209E-01 -0.50844695272E-01 0.32314799632E-01

0.17130001149E+03 0.17130000000E+03 0. 1.
7 622 1 1 2 0 0 0.35062228527E-01 0.21701488982E-01 0.31639056221E+01

0.31657541124E+01 0.10000000000E+00 0. 1.
8 </event>

Listing 4.8: Excerpt from a LHE event file showing a single signal event with all
corresponding particles.

It is instructive to break down the contents of this element in order to understand
the subsequent steps. The first line after the event opening tag contains general event
information. Each column contains the following information (columns are described from
left to right)[Alw+07; Boo+01]:

• NUP: Number of particle entries in this event

• IDPRUP: ID of the process for this event

• XWGTUP: event weight (The script generates unweighted events. Consequently this is
the same for every entry)

• SCALUP: scale of the event in GeV, as used for calculation of PDFs

• AWEDUP: QED coupling constant for this event

• AQCDUP: QCD coupling constant for this event

The next five lines correspond to the kinematic variables of each particle involved in
the reaction. Their meaning can be inferred from [Alw+07; Boo+01] and is repeated here
(columns are described from left to right):

• IDUP(I): Particle ID according to Particle Data Group convention

• ISTUP(I): Status code (-1 for incoming, +1 for outgoing particles)

• MOTHUP(1,I): Index of first mother particle

• MOTHUP(2,I): Index of second mother particle

• ICOLUP(1,I): Integer tag for the colour flow line passing through the colour of the
particle

• ICOLUP(2,I):Integer tag for the colour flow line passing through the anti-colour of
the particle
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• PUP(1,I): Momentum in x-direction in the lab frame in GeV

• PUP(2,I): Momentum in y-direction in the lab frame in GeV

• PUP(3,I): Momentum in z-direction in the lab frame in GeV

• PUP(4,I): Energy in the lab frame in GeV

• PUP(5,I): Rest mass of particle in GeV

• VTIMUP(I): Invariant lifetime cτ in mm

• SPINUP(I): Cosine of the angle between the spin-vector of particle I and the 3-
momentum of the decaying particle, specified in the lab frame

This LHEF is then processed by a Python script. This has the advantage of being able
to easily plot kinematic variables of signal events for consistency checks. Furthermore, it
is convenient for filtering out unnecessary information for the implementation of signal
events into the simulation. This becomes obvious when considering that only the kinematic
variables of the recoil electron are required to start the simulation beginning at the target.
Consequently, the Python script writes a new file, which only includes the information
about the recoil electron. The output of this script would only be the third line of all
event elements in the input file. This line corresponds to the outgoing scattered electron.

Fig. 4.9 shows a selection of kinematic variables of signal events produced in the way
mentioned above. The beam energy was set to 4 GeV and the same cuts as in [Åke+18]
have been applied. This allows for a comparison of the corresponding distributions (see
e.g. Fig. 4.8). It can also be used as reassurance, that the code runs correctly on the
setup in Bonn and the relevant kinematic parameters could be successfully extracted. For
signal events at ELSA, the beam energy is set to 3.2 GeV. The analogous distributions of
kinematic variables can be found in Appendix A.2.

The processed file can then be used as input to a similar signal generator as described in
Section 4.4.6. The idea is that the already existing BTVirtualMCElectronBeamGenerator
plugin can almost be completely reused. It already provides the ability to place an electron
with a desired momentum anywhere in the simulation and can also apply smearing in
every spatial dimension. The plugin is modified where the momentum is assigned to the
generated particle. Instead of choosing it randomly according to the specified PDF, the
already processed event file is read and the electron 3-momentum is set to the value given
in this file. The electrons are placed with the correct uncertainties according to the values
obtained in Section 7.1.

It is again advisable to do a consistency check and see, if the plugin fulfils its given task.
For this reason Fig. 4.10 is included. It shows a signal event in the event display mode of
the simulation. It can be seen, that an electron with significant transverse momentum
(the straight line shows the direction of the initial momentum) and low energy (strong
curvature in the magnetic field) is created in the area of the target. This is exactly, what
one would expect. Thus, it is possible to conclude, that this plugin works and can be used
to produce further results.
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Figure 4.9: Shown are selected kinematic variables of signal events generated wit a
beam energy of 4 GeV. The same cuts as in[Åke+18] have been applied, in order
to make them comparable with [Åke+18]. See e.g. Fig. 4.8. Histograms have been
normalised with their integral.
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Figure 4.10: A signal event shown in event display mode of the simulation. It was
generated, saved in a LHEF, processed with a Python script and then put into the
GEANT4 simulation. The straight dashed line shows the direction of the generated
momentum. The original colour has been desaturated to increase visibility in the
printed version of the thesis.

37





Chapter 5

Simulating Pixel Detectors

5.1 Digitizer

The first step to analysing the simulated data is digitising the energy deposits simulated
by GEANT4. This is done by calling the BTVirtualMCDigitizer from ExPlORA. It is
easiest to explain its working principle by looking at the corresponding XML configuration
file in Listing 5.1. The name and debug attribute are already known from other plugins
in Chapter 4. All other relevant attributes, which are useful to illustrate the working
principle are explained in the following.

1 <BTVirtualMCDigitizer
2 folder="VMCDebugHistos/digitizer2"
3 name="testdetectordigitizer2"
4 debug="8"
5 container="silicon_1_A_h"
6 tdcdatatype="MTDC"
7 adcdatatype="ADC"
8 detector="silicon_1_A_h"
9 format="silicon_1_A_h_%d"

10 energythreshold="0.00432"
11 adcgain="0.0001"
12 tdcgain="1"
13 pixeldetectorwithoneelement="true"
14 />

Listing 5.1: The XML file for the digitizer plugin corresponding to the detector
silicon_1_A_h.

If a sensitive detector volume registers an energy deposit, it calls upon the digitise
method in the digitizer. This method has access to the Monte Carlo energy deposit and
an identifying linearised index. The index can be inferred from the volume name, which is
called upon the digitizer. When building the pixel detector, it is important to give each
volume, which comprises the pixel detector, a name according to the format attribute.
This might look like this: Consider a detector layer with 10× 10 pixels. Assuming there
is an energy deposit in the second row and first column, the corresponding pixel volume
would have the name silicon_1_A_h_11. Contrary to the default in many programming
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languages, indexing in ExPlORA starts at one. Since the detector name is given in the
detector attribute, it is possible to infer the correct index.

The digitise method then creates a sensitive detector object (see Section 5.2), which is
put into a container for later use in other plugins. This container is named by using the
container attribute appended by _SensDet to avoid ambiguities. If the energy deposited is
below the value given in energythreshold, the sensitive detector object will not be created.
The value of of 0.00432 corresponds to the energy required to create 1 200 e in silicon in
MeV.

The corresponding sensitive detector object will have access to the index mentioned
before. However, due to ExPlORA aiming to provide a seamless transition between
simulated data and actual measurements, the energy is not directly stored in this sensitive
detector object. The digitizer is meant to output hardware data, which is the same as
the data obtained by an actual experiment. This might seem unnecessarily complicated
for a thesis based on simulation. Nevertheless it was more convenient to use this already
existing code base and build upon it, rather than developing a completely new digitizer.
Due to this, the energy is stored as ADC value in the sensitive detector object. This value
is computed by dividing the deposited energy in MeV by the value given by the adcgain
attribute. It is important to choose a sufficiently low number for this gain, because the
ADC value is stored as an integer. Energy deposits of less than 1 MeV would thus be
stored as zero and consequently not be measured.

5.1.1 Digitising Highly Granular Pixel Detectors

Based on the current description in this section, it is reasonable to think that every pixel
in a detector layer is its own volume. While this is intuitive and easy to understand in the
framework which has been set up above, it has some crucial limitations. Every volume
occupies space in an array in the simulation. This takes significant amounts of RAM and
slows down the startup of the simulation. Furthermore it has an impact on the overall
performance, because there is overhead with every volume introduced. Overall this means
that having a single volume for each pixel is not feasible.

The solution is to make the sensitive area of the pixel detector layer out of one solid
block of silicon1. This reduces the number of required volumes to a minimum. It does
however introduce the problem of effectively having only one pixel for each detector layer.
This is avoided by modifying the digitizer. The process is summarised as a flow chart in
Fig. 5.1(b) in comparison with a flow chart describing the basic digitizer in Fig. 5.1(a). It
also illustrates the point, where the modification is made.

The index, which is usually used to infer an energy deposits position, would not work
with this setup. However, the digitizer has access to the Monte Carlo energy deposit. The
deposit contains its current location inside the local volume coordinate system. With the
local volume being the sensitive layer of silicon, this position can be used to infer an index.
This fictitious index serves the same purpose as the index a single dedicated pixel volume

1 Courtesy of David-Leon Pohl, who gave the initial input to this idea.
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Figure 5.1: Flow charts describing the digitisation process as comparison between
Section 5.1 and Section 5.1.1. The abbreviation SensDet for sensitive detector was
used.

would have at the same position. In order to calculate the fictitious index from the deposit
position, a custom method from the geometry class is used. This is the easiest way to
obtain the index, because all the information about the pixel layout is stored there.

Once this fictitious index is obtained, it can then be set as the actual index for the
pixel containing the energy deposit. The created sensitive detector object will thus
be given the fictitious index and every consequent step in the analysis can be left un-
changed. In order to keep the digitizer working for other plugins, the additional attribute
pixeldetectorwithoneelement was added. It can be used to switch off the overwriting of
indices.

It should be mentioned that there are more memory conserving ways to do this. One way
to see this is by considering, that usually every channel in a detector has to be calibrated.
Thus, ExPlORA creates a calibration file for every pixel. The number of pixels is read
from the elements attribute in the geometry (see Listing 4.5). This can cause a RAM need
of several 10 GB, depending on the number of pixels. However the approach described
above was chosen due to minimal changes required to an already existing code base and
relative effectiveness. The introduction of fictitious indices allows for the simulation of
virtually any amount of pixels with reasonable performance.

5.2 From Sensitive Detectors to Hits
The Digitizer creates sensitive detector objects. These objects have all the relevant
hardware information. At this point it might be counter intuitive to split up the process
of hit creation and have the digitizer create objects with hardware information, instead of

41



Chapter 5 Simulating Pixel Detectors

hits directly. The reason for this in the general application of the ExPlORA framework.
Calibration for every pixel might be different and different parts of the detector might be
rearranged over time. It is thus useful to have another plugin, which takes the hardware
information and transforms this into physically relevant quantities.

This process is quite simple for this thesis. The channel numbers map to the detector
indices one to one and the deposited energy can be directly inferred from the ADC value
by multiplying with the corresponding gain. The hit position can be determined by using
its corresponding index. Thus this step can be thought of as just changing the data type
of the digitizer output. It is however important to distinguish these steps.
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Figure 5.2: Difference of digitised hit position to true energy deposit position for
one layer of the pixel detector with a pixel size of 50µm× 50µm. All pixels in the
detector layer are summed up for this histogram. The histogram is normalised with
its integral. The distribution is uniform in both axes. The edge has a lower count
overall due to binning effects.

At this point physical information about the incoming beam is present. It is thus
important to make a consistency check and show that the method, which is described
above, actually works. Fig. 5.2 shows the difference of the actual energy deposit position
and the digitised hit position in the x-y plane. This is done for one layer of the pixel
detector and for all pixels within this layer. The pixels have a size of 50µm× 50µm. One
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would expect a uniform distribution in both axes with the width of the pixel, because
the hit is always digitised in the middle of the corresponding pixel. This is exactly what
can be seen. The corresponding standard deviations of 14.43 µm and 14.42 µm are also
consistent with this expectation. (50µm/

√
12 = 14.43µm). It can thus be concluded, that

the simulation has a working digitisation process.

5.3 Clustering

The next step to having a complete simulation of the pixel detector is writing a clustering
algorithm. This will put appropriately spaced hits together into one cluster. The reason
for this is that a single passing electron might deposit energy in multiple pixels of the
detector. However, these multiple deposits in this case really correspond only to one
physical hit.

The algorithm used in this thesis is relatively simple: Hits in adjacent pixels are grouped
together into one cluster. It is again instructive to look at the corresponding XML file in
Listing 5.2. The plugin is provided with information about input and output containers
and the corresponding detector.

1 <BTClusterFinderPixel
2 detector="silicon_1_A_h"
3 name="clustering_silicon_1_A_h"
4 prefix="clustering_silicon_1_A_h"
5 srccontainer="silicon_1_A_h_hits"
6 dstcontainer="silicon_1_A_h_clusters"
7 folder="Pixel/Clustering/silicon_1_A_h"
8 debug="0"
9 />

Listing 5.2: The XML file for the clustering plugin corresponding to the detector
silicon_1_A_h.

The plugin treats every hit in the input container as potential seed for a new cluster.
Hits are grouped together if they fulfil a custom criterion. In this case it was chosen in
such a way that hits from adjacent pixels are grouped into one cluster. Additionally a
choice on the computation of the cluster position has to be made. One sensible solution is
to calculate the energy weighted average of all hit positions in one cluster. Due to the
different requirements of the BGO-OD experiment, ExPlORA did not have the capability
to create clusters this way.

The solution to this problem was found with trying to keep alterations to the existing
code base to a minimum. A new cluster class BTClusterPixel was added, which modified
the method to calculate a clusters position upon its creation. All other features from the
base class BTCluster remained unchanged. This ensures compatibility with other already
existing plugins.
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5.4 Assigning Clusters to Tracks
In order to use the clusters to fit the track momentum, it is required to group clusters
together in tracks. This can be understood by considering an electron passing multiple
detector layers and leaving clusters in each of them. All of these clusters would belong to
the electron track. This step is especially important behind the target, where multiple
particles can pass through several detector layers. Categorising which clusters comprise a
track, is a complicated task and corresponding algorithms can become very sophisticated.
Examples are Hough transformations and neural networks, as demonstrated in [Hei13]
and [Far+17] respectively.

Due to the scope of this thesis, a simpler approach was chosen. The assignment is done
using the available Monte Carlo truth level information. Obviously, this is not present in
a real experiment and the cluster assignment will have to be changed. However as this is
a first simulation study, this simplification seems to be justified. Nevertheless this part of
the simulation has to be considered critically when interpreting the results. It is best to
explain the concept of this assignment by looking at the corresponding configuration XML
file in Listing 5.3.

1 <BTCombinePixelClustersToTracks
2 inputvmctracks="VMCTracks"
3 outputcontainer="PixelRecoTracks"
4 outputcontainerforward="PixelRecoTracksForward"
5 allowedposdiff="0.01"
6 minimumnumberofclusters="3"
7 inputclusters = "silicon_0_A_h_clusters,silicon_1_A_h_clusters,silicon_2_A_h_clusters,

silicon_3_A_h_clusters,silicon_4_A_h_clusters,silicon_5_A_h_clusters,
silicon_0_A_v_clusters,silicon_1_A_v_clusters,silicon_2_A_v_clusters,
silicon_3_A_v_clusters,silicon_4_A_v_clusters,silicon_5_A_v_clusters,sciri_clusters"

8 debug="9"
9 />

Listing 5.3: The XML file for the assignment of clusters.

It is easiest to start the explanation with the inputvmctracks attribute. It holds the
information on the Monte Carlo simulated tracks. The Monte Carlo track object contains
all energy deposits, which were made by the respective particle. The two attributes
outputcontainer and outputcontainerforward both describe the output container name and
will contain the same objects after the assignment is done. There are two attributes for
the same purpose due to compatibility reasons with other already existing plugins. The
inputclusters attribute is a list of all cluster containers to be considered for the assignment
of tracks. As can be seen, this list encompasses the clusters of the deployed pixel detector
layers.

The plugin starts by going through every Monte Carlo track and the energy deposits in
this track. Within this loop, every cluster from the list given by inputclusters is compared
to the current Monte Carlo energy deposit. If the distance in the x-y plane is smaller than
the given value in allowedposdiff, this cluster is added to a track and subsequently saved
in an output container. If the output container does not have a track corresponding to
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the Monte Carlo track in the current loop, the cluster can not be added. In this case a
new track is created in the output container and the cluster is added to it. Added clusters
are removed from the list for later iterations of the loop, ensuring that each cluster is only
assigned to one track. The attribute minimumnumberofclusters provides an early level of
filtering events. A created track in the output container must have at least three clusters
in three different detector layers in this case. Otherwise the track will be deleted from the
container and can not be used in later stages of the analysis. This can be useful, because
a track of just two clusters can not be fit sensibly.

At this point, it is important to make a consistency check. This will show that both,
clustering and their assignment to tracks, are working as intended. Fig. 5.3 shows the
difference between cluster position and the associated energy deposit, which was used
for the track assignment, for a single detector layer. Again the individual pixel can be
seen, indicating that most clusters consist of just one hit. The circular halo reflects the
allowedposdiff attribute in Listing 5.3. Fig. 5.4 shows the rate of different cluster sizes
for one detector layer. It also verifies the assumption that the vast majority of clusters
contain a single hit.
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Figure 5.3: Difference between cluster position and energy deposit position for all
pixel layers in the x-y plane. The histogram is normalised by its integral. The contour
of an individual pixel can be clearly seen. The circular halo surrounding the pixel is
due to the allowedposdiff attribute in Listing 5.3.
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Figure 5.4: This histogram shows the rate of different cluster sizes for one detector
layer with 1 046 531 simulated events. It is normalised by the total number of entries.
The vast majority of cluster contain only a single hit.

The small cluster size can be explained by the fact that the digitizer (see Section 5.1)
does not take the charge sharing with other pixels into account. Due to the drift of charged
particles in the field of a silicon pixels, charge will also be collected in neighbouring pixels
of the initially hit one. This would lead to a generally bigger cluster size. It would also
improve the potential resolution, because the position calculation of the cluster is weighted
with the individual hit energy. The process is described in [WSH20]. However, it is not
implemented here due to the scope of this thesis. Consequently the resolution of each
cluster is limited by the size of the individual pixels. Thus, the pixel resolution in this
thesis provides a conservative estimate and higher resolutions can be achieved by using
charge sharing.

46



Chapter 6

Implementing a Fitting Algorithm

The previous chapters explained and described necessary steps in a detector simulation
to be able to fit the measured tracks. This chapter gives an overview over the already
existent fitting algorithm and points out why it is not suitable for this detector setup.
Additionally, the implementation of a new fitting routine, the Kalman filter is explained.

6.1 ExPlORAs Fitting Algorithm
ExPlORA already has an implemented fitting routine, which was used in the BGO-OD
experiment. This section describes its general principle and points out its issues for a
LDMX type experimental setup.

6.1.1 Idea and Principle

In order to explain the idea behind the existing fitting algorithm, it is convenient to start
with the setup of the corresponding plugin. First, the entire detector geometry is crudely
recreated in slices along the z axis into so called tracking regions. This has the advantage
of being able to step through them during the fitting and having access to the geometry
of the current component. It also gives the possibility to switch between tracking regions
without associated clusters and those with. This can be used to change the subroutine
used for propagating the particle within the tracking region volume (see Section 6.3.2).
Furthermore, having access to the material of the current detector component allows for
the computation of energy loss and multiple scattering.

The entire plugin loops over each track in its input container. In each iteration of the
loop, the clusters within the tracks are added to their corresponding tracking regions. This
way the fitting routine has a copy of the detector geometry (just in slices along the z axis)
and the hits associated with the current track in their corresponding detector components
via the tracking regions. The next steps are best explained with the help of Fig. 6.1.

The tracking regions are separated by vertical lines, which correspond to pixel detector
layers. Technically each detector layer consists of two tracking regions due to the way
they are built (see Section 4.4.3). However, this detail is neglected in the figure. The
yellow dots represent the clusters belonging to the track shown as solid black line. The
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pl

ph

Figure 6.1: Schematic showing the existing fitting algorithm inExPlORA. Clusters
are indicated by yellow dots, detector layers by vertical lines. The last vertical line
represents the target. Thus this only shows a hypothetical setup in front of the target

last vertical line represents the target. Hence, this schematic only shows the experimental
setup in front of the target. Nonetheless, this will be sufficient to explain the principle
behind the fitting algorithm.

The first step is to guess the momentum’s direction. Another plugin, which is run before
the fitting routine, was written for this reason. Sensible choices are a momentum pointing
into just the z direction or the difference vector between the first two detector layers. The
user can choose a momentum range bounded by ph and pl. Next, the plugin tests this
range by propagating the electron through all tracking regions. If a tracking region has an
associated cluster, the χ2 summand is calculated. A final χ2 value can be obtained by
adding the summands from all tracking regions with clusters.

The propagation is done by assuming a locally homogeneous field, which leads to a
circular path. The electron is propagated along this arc. The magnetic field is updated
and a new arc used for subsequent steps. The entire propagated track is thus a sequence
of connected helical segments. The step size, i.e. the arc length can be chosen by the user
and has to be sufficiently small in inhomogeneous fields.

When the track has been propagated through all tracking regions and tested for all
eligible momenta, there will be one momentum value with the lowest χ2. This is then used
as the fitted momentum value. The process described above is inspired by a classical χ2

fit.

6.1.2 Problems of the Old Fitting Algorithm

Even though parts of the code for this fitting algorithm had to be adapted in order to
work with the setup in this thesis, it is not suitable and a different fitting routine had to
be used. A description of appearing problems is given in the following.

Having to guess the initial momentum direction can be problematic, because the fitting
routine does not allow for a change in the direction apart from propagation in the magnetic
field. This is especially problematic behind the target, where the initial momentum
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Figure 6.2: Reconstructed momentum with ExPlORA’s fitting routine in front of the
target using electrons generated according to Section 4.4.6.

direction is essentially unknown. Furthermore the magnetic field is inhomogeneous before
the electron beam can hit the target (see Fig. 4.2). This means, that for guessing the
initial momentum direction, there needs to be at least one detector layer before the
area influenced by the magnetic field. This increases the amount of multiple scattering.
Additionally, this layer can not be used for measuring the actual particle momentum,
because it is not located within the magnetic field. This leads to an increase in total
material budget.

In order to make this point clearer, Fig. 6.2 is included. It shows the reconstructed
momentum in front of the target obtained by employing ExPlORA’s old fitting routine.
Even though the track parameters are well known at this point, the fit is unstable. It can
be seen, that it is peaked around 3 200 MeV, but the distribution has a large deviation.
Additionally, the algorithm predicts one of the two boundaries for pl and ph, which have
been set to 1 500 MeV and 3 500 MeV respectively, frequently. This leads to the conclusion,
that the previous algorithm is not suitable for the setup in this thesis and would work
even worse for tracks behind the target, as the initial momentum guess cannot be made as
accurately.

6.2 Kalman Filter

The new fitting algorithm, which was chosen for this thesis, is a Kalman filter. This section
summarises its working principle. Furthermore special features in the application of the
Kalman filter to the setup in this thesis are highlighted.

A Kalman filter can be used whenever there exists a prediction and a measurement for
a physical system. The usefulness can be seen by investigating the following example: Let
there be some physical quantity x, whose initial value is measured with some uncertainty.
Now this system evolves in time according to some known physical law. At some point,
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Figure 6.3: The basic principle of a Kalman filter with just one variable is shown.
The labels ’Measurement’ and ’Prediction’ show the PDF for the new measurement
and the propagated prediction from the initial measurement respectively. The label
’Combined’ shows the PDF of the estimate by combining the two pieces of information
according to a Kalman filter.

another measurement with uncertainty is performed and can be used together with the
prediction from the initial measurement to form an even better estimate of the quantity x.
This process is shown in Fig. 6.3(The measurements and their uncertainties are represented
by Gaussian PDFs).

It shows the PDFs for both, the prediction from the initial measurement and the new
measurement. It can also be seen, that a better estimate can be formed by combining
these two pieces of information. The usefulness of a Kalman filter comes from the fact
,that it is possible to use it in multidimensional linear systems, where variables depend
on each other. It can also be shown that this is the statistically optimal way to combine
the information[Kre12]. This makes it very versatile and suitable for a wide range of
applications. A notable mention would be its application in the Apollo program[MS85].

In order to see, why these properties might be useful for tracking particles, it is helpful
to look at Fig. 6.4. Similarly to Fig. 6.1 it shows a schematic overview of a few layers of
pixel detectors in front of the target. However, the estimate of the particle’s position is
indicated by the blue shaded region. The algorithm starts off with the initially measured
position and some momentum guess, which is not accurate in the beginning. The particles
trajectory is propagated to the next layer and the uncertainty is indicated by the size
of the shaded region. Here another measurement is made and the track parameters are
updated with the Kalman filter. It can be seen, that the estimate becomes better with
every detector layer. It also shows the advantage over the old algorithm, because the
position measurement can affect the momentum parameters of the track. Hence, this
algorithm is more stable towards the initial momentum guess.
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Figure 6.4: This schematic shows the general working principle of a Kalman Filter
applied to track fitting. Similarly to Fig. 6.1, the yellow dots represent clusters, pixel
layers are vertical lines and the track is indicated in black. The blue shaded region
indicates the prediction from each step to the next. Inspired by [KW16]

6.2.1 Mathematical Formulation of the Kalman Filter

The basic idea behind the Kalman filter has been explained above. It is also important to
provide a mathematical formulation for the implementation into ExPlORA. This overview
is based upon the descriptions in [Kre12; LFG14]. Further information can be found there.

Assume a state at time k, denoted by xk with corresponding covariance matrix Ck. Also
assume the time evolution of the state is known due to some physical law, such that the
evolution can be written as[LFG14]:

xk = f(xk−1, k − 1) +wk−1 (6.1)

Here f(xk−1, k − 1) refers to the state propagator, which is smooth and deterministic.
The term wk−1 is called process noise and used to parametrise random disturbances. It is
assumed to be unbiased and has a covariance matrix given by Qk ≡ wkw

T
k [Kre12; LFG14].

Next, assume measurements of some observables are performed at specific points. The
observables mk are arbitrary and do not need to have the same dimension as the state.
Furthermore, since the state completely describes the system, there needs to be a relation
between the observables and the state vector given in Eq. (6.2)[Kre12].

mk = h(xk, k) + vk (6.2)

Here h(xk, k) is a projection operator, which gives the measurement vector if no uncer-
tainties were present. Consequently, vk describes the measurement uncertainty, whose
covariance matrix is given by Vk ≡ vkv

T
k [Kre12; LFG14].

Eqs. (6.1) and (6.2) describe the basic requirements, which have to be fulfilled for the
Kalman filter. However, the filter only works optimally for linear systems. If fk(xk) and
hk(xk) are not linear, it is possible to use the so called extended Kalman filter. This is
no longer optimal. It does provide good results, if the system is approximately linear
over short ranges[Kre12]. The required step is to linearise the operators by using the
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corresponding Jacobi matrices[Kre12; LFG14]:

Fk =
∂f

∂xk
(6.3)

Hk =
∂h

∂xk
(6.4)

From now on the linearised formulation will be used for this section. This also means
that Eqs. (6.1) and (6.2) will be rewritten into Eqs. (6.5) and (6.6) respectively.

xk = Fk−1xk−1 +wk−1 (6.5)
mk = Hkxk + vk (6.6)

It is now important to differentiate between the propagation and filtering step. In the
propagation step, the state is simply propagated according to Eq. (6.5). This step also
requires to update the covariance matrix of the state[LFG14]:

Ck = Fk−1Ck−1F
T
k−1 +Qk−1 (6.7)

The filtering step is done, when a measurement exists at the current position. It is hence
used to update the state vector with the new information provided by the measurement.
The so called Kalman gain Kk is defined first in Eq. (6.8), as it will be used in subsequent
steps[Kre12]

Kk = CkH
T
k (HkCkH

T
k + Vk)

−1 (6.8)

With the Kalman gain, the filtered state x′
k can be calculated, which is described in

Eq. (6.9). The filtered state is then used as base for subsequent propagation and filtering
steps[LFG14].

x′
k = xk +Kk(mk −Hkxk) (6.9)

The filtering step also alters the covariance matrix. Similarly to x′ the covariance matrix
after filtering C ′

k will also be used for subsequent propagation and filtering steps[Kre12].

C ′
k = (I −KkHk)Ck (6.10)

The I in Eq. (6.10) is the identity matrix with appropriate dimensions.

6.3 Implementing the Kalman Filter into ExPlORA

6.3.1 Mathematical Prerequisites

The first challenge, when implementing a Kalman filter is to find a suitable parametrisation
for the state and hence the propagation matrix Fk. Originally, it was tried to reuse
the propagation used in ExPlORA. However, in every propagation step a local rotated
coordinate system is created in such a way, that the particle is always incoming on the
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x axis. This requires a rotation in every propagation step and therefore complicates the
Jacobian. It can however be done as shown in [LFG14]. Instead the parametrisation and
propagation from [Kre12] is chosen and summarised in the following.

The state vector has the five entries given in Eq. (6.11)[Kre12].

x = (x, y, px/pz︸ ︷︷ ︸
tx

, py/pz︸ ︷︷ ︸
ty

, q/p)T (6.11)

Here x and y refer to the coordinate in the respective axis, px/y/z is the momentum
projected on the x/y/z axis, q is the particle charge and p the total momentum. These five
parameters are sufficient to describe all track properties. The z axis is used as stepping
dimension. This means that the k subscript in e.g. Eq. (6.10) refers to some z coordinate.

The basis for propagation through the magnetic field is the Lorentz force, which describes
the force acting on a moving charged particle in a magnetic field B. This allows to express
the change in momentum with respect to the path length[Kre12]:

dp = κ · q · p
p
×Bds, κ = 2.99792458MeV cm−1T−1 , (with c = 1) (6.12)

Since the z coordinate is the stepping parameter, this fixes the propagation function
f(xz)[Kre12]:

f(xz) = (x′, y′, t′x, t
′
y, (q/p)

′ = 0)T (6.13)

The primed variables in Eq. (6.13) refer to derivatives with respect to z. Consequently,
(q/p)′ = 0, because the Lorentz force does not change the total momentum of the particle.

In order to solve Eq. (6.12), a Runge-Kutta method of fourth order is used. This is a
standard way to solve differential equations and usually gives good results and performance.
It is convenient to first define the starting point z0 and the step size s for the subsequent
propagation step. Four intermediary z coordinates are also defined[Kre12]:

zi =
{
z0, z0 +

s

2
, z0 +

s

2
, z0 + s

}
Where i ∈ [1, 4]. Four intermediary states are also defined[Kre12]:

∆x1 = s · f(xz1
, z1)

∆x2 = s · f(xz1
+

∆x1

2
, z2)

∆x3 = s · f(xz1
+

∆x2

2
, z3)

∆x4 = s · f(xz1
+∆x3, z4)

xzi
= xz0

+
∆xi

s
(zi − z0)
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The propagator can then be extrapolated by the following matrix[Kre12]:

Fz = I +
F̃1

6
+
F̃2

3
+
F̃3

3
+
F̃4

6

The intermediate F̃i can be calculated with the following recursion formula[Kre12]:

F̃1 = s ·
df(xzi

, zi)

dxzi

(
I + F̃i−1

zi − z0
s

)
(6.14)

This leads to the Jacobian of the propagator in Eq. (6.15)[Kre12]. The full formulation
of the derivatives is lengthy and does not support the explanation at this point. Hence,
the non abbreviated and fully calculated form of the derivatives in Eqs. (6.13) and (6.15)
can be found in Appendix A.3.

Fz =


0 0 1 0 0
0 0 0 1 0

0 0 ∂t′x/∂tx ∂t′x/∂ty ∂t′x/∂(
q
p)

0 0 ∂t′y/∂tx ∂t′y/∂ty ∂t′y/∂(
q
p)

0 0 0 0 0

 (6.15)

The projection or measurement matrix is also needed. Since each detector layer measures
the coordinate in the x-y plane, this is merely a projection matrix[Kre12]:

Hz =

(
1 0 0 0 0
0 1 0 0 0

)

6.3.2 Programming the Kalman Filter
Once the parametrisation and propagation matrices are known, the Kalman filter can
actually be implemented in ExPlORA. The Kalman filter was implemented into the plugin,
which already performed the old fitting routine. This was done to save programming work,
as several convenience and compatibility features are present in these.

The concept of tracking regions was kept. However, in order to accommodate the needs
of the Kalman filter, their attributes were extended. Additionally to position, material
minimum step size and access to the magnetic field, they also contain pointers to matrices
for propagation, measurement and their corresponding covariances. This has several
implications. The propagation methods are called from within the tracking regions. Due
to the scope1 of the program in this case, it is useful to have the matrices accessible.
Additionally, things like the measurement matrix and its corresponding covariance matrix
might change over tracking regions. Hence, it makes sense to have these matrices dedicated
to each tracking region. This allows for the change of matrices in between regions. Also
having the state covariance matrix given to the regions by pointer, allows them to share
1 Note: Here scope refers to the accessibility of certain variables within functions and objects.
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the matrix during fitting. This is useful, because fitting the track is done sequentially.
Sharing the covariance matrix eliminates the need to pass it between tracking regions,
when a region transition has to be made.

In order to conserve compatibility with other plugins, the extension described above is
not added to the already existing tracking regions. The extension is applied to custom
regions, which inherit from the existing ones. Modifications to the code base can cause the
code to not be compiled, because other plugins might depend on the one which is changed.

The main challenge in implementing the Kalman filter into the existing ExPlORA plugin
was the fact, that the existing plugin tracked through the entire geometry before changing
the momentum. Also the track direction and position was isolated in the tracking routine
and not designed to be altered from a different scope. This complicated the implementation
as the flow of the plugin had to be changed without breaking the compatibility. This
was solved by changing them to pointers and have them declared in the setup of the
plugin, before the tracking begins. This way it is possible to access their values from
different scopes. In order to preserve the compatibility, the polymorphism ability of the
C++ language was used, essentially leading to several functions having a pointer and non
pointer version.

The individual clusters are still added to their respective tracking region and the plugin
will loop through every tracking region for each track in the input container. The state is
initialised with the momentum guess explained above and its position in the first detector
layer. The covariance matrix is initialised by the initial measurement error from the cluster
and the other uncertainties can be configured by the user. For simplicity only electrons
are propagated. Hence, their charge is known and all initial parameters are given at this
point.

The track is then propagated according to the method given in Section 6.3.1. If the
propagation takes place in a tracking region with associated clusters and the clusters have
not been used, it is checked, whether the next step would propagate the track into the same
x-y plane as given by the cluster’s position. In case this check is true, the next propagation
step is performed, such that it results in this plane. Once the correct plane is reached,
the filtering is performed. The Kalman gain and the updated state and its covariance
matrix are computed according to Eqs. (6.8) to (6.10). This is where having a common
state covariance matrix is useful. Changes to it are immediately effective in other tracking
regions. Also the measurement covariance matrix is adjusted to the uncertainties of the
cluster position before the filter step is performed. After the filtering, the propagation
is continued as described above, until all tracking regions have been considered. The fit
results are written as additional parameters to the track and saved in an output container
specified by the user. In order to clarify the way this plugin and fitting routine works, key
steps have been summarised in Fig. 6.5.

There is a distinction to be made between tracking in front of and behind the target.
Tracking before the target works as described above. A dedicated plugin is responsible for
tracking behind the target. It inherits all its functionality from the base tracking plugin.
However the setup of regions is of course adapted to the geometry behind the target. It
also uses the output of the initial fit as starting point for its fit. Splitting this process

55



Chapter 6 Implementing a Fitting Algorithm

Add Clusters to Regions

Input Container
with Tracks Propagate State with

Initial Parameters
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Through All Regions

Save Fitted Parameters
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Figure 6.5: This schematic shows the Kalman filter fitting routine with basic and key
steps.

allows for an easier comparison of the fit performance.
It is also useful to try if the algorithm described above works in principle. For this

reason the same algorithm was implemented into a small Python script, before it was put
to use in ExPlORA. This is a very simplified version, because apart from the magnetic
field and its interaction with a charged particle, no physics processes were implemented.
However, it allows to test more easily and quickly than a full implementation into ExPlORA
would allow. Fig. 6.6 shows one sample track in an inhomogeneous magnetic field. The
measurements are located in layers along the z axis (pointing up). Even though the
initial momentum guess is not optimal, the algorithm is able to fit the momentum with a
difference of 1.79 %. This shows the chosen Kalman filter algorithm can in principle work
with the setup in this thesis.
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Figure 6.6: Shown is a sample track, with the Kalman filter fitting routine from
Section 6.3 applied. Points in blue are individual propagation steps. Points in grey
are actual measurement positions. Units are arbitrary, because this plot serves as
proof of concept
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Chapter 7

Results

7.1 Impact Point on Target
It is useful to know, where the beam will hit the target. This allows for considerations of
pixel layer and target size. It can also be used to determine the starting point for including
signal events (see Section 4.4.8). Fig. 7.1 shows a histogram of impact points at the target
position.

The resulting square shape of the histogram entries is noticeable. It can be attributed
to the way this histogram is generated. In order to access Monte Carlo data in ExPlORA,

Figure 7.1: Histogram of recorded impact point in the x-y plane at the target position
(see Table 7.1 for coordinates).
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it is necessary to look at simulated energy deposits. However, energy deposits are only
created in sensitive materials such as silicon. For this reason a silicon pixel detector was
put in the place of the target and its energy deposits were used to create this histogram.
The resulting square shape corresponds to the shape of the used pixel detector.

7.2 Number of Clusters in Different Detector Layers
In the case of an actual realised detector, it is important to know the data rates, the
experiment needs to cope with. Especially the pixel detectors are limited in the number of
hits in a given time frame. The setup developed during the course of this thesis is able to
simulate this. Table 7.1 shows the positioning of different detector components for this
simulation.

Component Spatial Coordinates
x y z

silicon_0_A_h −2.0 0 249.0
silicon_1_A_h −2.0 0 235.0
silicon_2_A_h −2.0 0 225.0
silicon_3_A_h −2.0 0 215.0
silicon_4_A_h −1.0 0 205.0
silicon_5_A_h 0.0 0 195.0

Target 0.0 0 250.0
silicon_0_A_v −2.0 0 253.0
silicon_1_A_v −4.0 0 255.0
silicon_2_A_v −4.0 0 257.0
silicon_3_A_v −4.0 0 260.0
silicon_4_A_v −5.0 0 270.0
silicon_5_A_v −5.0 0 277.0

Electromagnetic Calorimeter 0.0 0 280.0
OD-Magnet 0.0 0 276.5

Table 7.1: Shown are positions for different detector components for simulating the
number of clusters in different components. The shown coordinate refers to the centre
of the silicon sheet for pixel detectors, the centre of the tungsten sheet for the target,
the centre of the OD-Magnet and the centre of the silicon layer of the first central
hexagonal cell for the calorimeter.

It can be seen, that the pixel detector positions shift along the x-axis to accommodate
the electrons curvature in the magnetic field. This array of pixel detectors makes it possible
to observe the number of hits at different positions along the setup. No signal events have
been used for this run, because the majority will be standard model background anyway.
This also allows to observe the number of clusters per event along the entire setup, because
signal events can only be generated at the target (see Section 4.4.8). In total 62 000 events
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Figure 7.2: Number of clusters for different detector layers in front of the target.
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Figure 7.3: Number of clusters for different detector layers behind the target.
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were generated and Figs. 7.2 and 7.3 show the number of clusters in each pixel detector
layer per event.

As would be expected, the detector layers behind the target have a higher average
cluster count and a greater deviation from the mean. This can be explained by the greater
number of tracks behind the target and the back-scattering at the calorimeter.

7.3 Kalman Filter Performance

It is useful to study the performance of the Kalman filter fitting routine. This can give an
indication, whether this approach to fitting is feasible and should be continued in later
stages of the design of a potential experiment. For this reason the algorithm’s ability to
reconstruct an electrons momentum in front of and behind the target is examined. This
method does not cover all aspects of the fit as other parameters such as missing mass(see
Section 7.4), can potentially become vital parameters in the analysis.

The detector setup is left unchanged and the values from Table 7.1 are still valid(calori-
meter removed). The starting values and initial uncertainties for the Kalman filter are
given in Table 7.2. It should be noted, that these have to be optimised in order to get
the best performance. These values represent the first iteration in this process. They do
however show the general ability of the Kalman filter to be used as a fitting routine. It
can can be seen, that the uncertainties behind the target are comparatively large. This is
due to the low amount of information about the track at this point and ensures, that a
wide range of momenta can be fitted.

Fig. 7.4 shows the performance of the Kalman filter in front of the target measuring the
momentum. It can be seen, that the Kalman filter works in principle and the momentum
is reconstructed with deviations given in the figure. Comparison with Fig. 6.2 shows, that
this approach works better than the old fitting routine. There is an asymmetry in the
relative deviation from the true value. This skews the position of the mean and introduces
a bias to reconstruct lower than generated momenta.

The corresponding fit performance behind the target is shown in Fig. 7.5. At this point
it has to be noted, that the true momentum distribution looks different to the one in
Fig. 4.7(a). This can be attributed to mainly two facts. First, there are several detector
layers between the target and the point of measurement, contrary to no detector layers
for Fig. 4.7(a). Second, there are some energy deposits counted to belong to the original
track, which do not come from this track. This can be explained by ExPlORA having the
tendency to have simulated data analysed the same way as measured data. Because of
this, there is no direct way to determine, which fitted track energy deposits belong to the
actual Monte Carlo tracks. Tracks are assigned based on their distance, which introduces
some energy deposits being counted to the wrong track. This effect however is at most of
the order of 5 000 events, because this run was simulated with 150 000 events. While this
presents a problem, it does not change the general meaning of the following discussion.

It can be seen, that the Kalman filter performs worse than in front of the target. This
makes sense as the amount of information after scattering has occurred in the target
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In front of the target
Parameter Initial Value

Start position Given by first measurement in pixel detector
Start position uncertainty Uncertainty on cluster determining start position

Initial direction Difference of first two measured positions
tx uncertainty 0.05
ty uncertainty 0.05

Initial momentum 3 200 MeV
Initial momentum uncertainty 3 MeV

Behind the target
Parameter Initial Value

Start position Predicted by Kalman filter in front of the target
or signal generator emission position respectively

Start position uncertainty 5 cm in x and y respectively
Initial direction parallel to z axis
tx uncertainty 0.8
ty uncertainty 0.8

Initial momentum 800 MeV
Initial momentum uncertainty 3 000 MeV

Table 7.2: Initial values for the Kalman filter including the necessary uncertainties to
set up the covariance matrix. Values have to be optimised in order to get the best
results with the Kalman filter.
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Figure 7.4: Fit performance of the Kalman filter for electrons generated according to
Section 4.4.6.
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is significantly lower, which impacts the fit performance. The distribution showing the
reconstructed momentum has the general shape of the actual momentum distribution, but
there is a significant difference.

The asymmetry in the distribution of relative deviations is more pronounced in this
case. The mean implies, that there is a tendency to reconstruct lower momenta, than
what would be correct. However there is a tail towards reconstructing higher than correct
momenta. Fig. 7.5(d) shows that this long tail comes from the inability to reconstruct low
momentum tracks correctly.
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Figure 7.5: Fit performance of the Kalman filter behind the target with electrons
produced according to Section 4.4.6

Since signal events generated by dark bremsstrahlung have been incorporated into the
simulation in Section 4.4.8, it is possible to look at the ability of the Kalman filter to
reconstruct the momentum of signal electrons. The corresponding plots are given in
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Fig. 7.6. The overall results are similar to the ones presented in Fig. 7.5. There is a long
tail to reconstruct momenta which are higher than the actual momentum of the particle.
This tail also stems from not being able to correctly reconstruct low momentum events.
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Figure 7.6: Fit performance of the Kalman filter behind the target with 100 MeV dark
photon signal events

Overall it can be said, that the implemented Kalman filter works in principle and seems
to be promising for this setup. However, there are effects, which are not included yet.
These have an impact on the overall performance of the Kalman filter. This becomes
especially noticeable behind the target, where less information is known about the track.
The lower momentum of particles behind the target also means, that interactions within the
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detector layers become more significant. The Kalman filter can be improved by correctly
modelling multiple scattering and energy losses due to interactions in the detector layers.

7.3.1 Predicting the Impact Point on the Calorimeter

Another test showing the ability of the Kalman filter to correctly predict a particle’s
position at different points in the detector setup, is predicting the potential impact point
on the calorimeter. The setup from Table 7.1 is reused. However due to the proximity
of the calorimeter to the last detector layer, the calorimeter is moved 20 cm back to a z
position of 297.0.

Fig. 7.7 shows the difference of predicted impact point on this hypothetical calorimeter
position and the actual impact point. It can be seen, that the distribution peaks around 0
and most hits can be localised well within a cm. The spread in the x direction is larger
than in the y direction, which is to be expected. Considering essentially no information
about the track is known behind the target, this shows the Kalman filter is working in
principle.
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Figure 7.7: Difference of predicted and actual impact point on the electromagnetic
calorimeter in the x-y plane. The calorimeter is placed 20 cm behind the last pixel
detector layer.
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7.4 Missing Mass Distributions
It is interesting to look for variables, which could discriminate between signal and Standard
Model background events. One of these variables is missing mass. It is calculated by
subtracting the Lorentz vectors of the incoming and recoiling electron from eachother and
taking the square root of the resulting vectors scalar product in Minkowski space. Fig. 7.8
shows the corresponding distributions for Standard Model background events and signal
events simulated with different dark photon masses.
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Figure 7.8: Missing mass distributions for Standard Model background and signal
events for different dark photon masses. Shown are two different momentum ranges
to view the distributions more easily. Histograms are normalised with their area.
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It can be seen, that there is a strong difference in these distributions regardless of dark
photon mass. This difference makes visualisation difficult and the version in Fig. 7.8 was
chosen as a compromise between comparability and visibility. It seems promising to use
this variable as additional information to the other kinematic quantities in the analysis of
an actual experiment. However, it’s actual feasibility has to be tested together with the
ability to reconstruct this variable with the fitting algorithm.
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Chapter 8

Conclusion and Summary

This thesis features the gradual construction of detector components in simulation, such
as target, pixel detectors and the electromagnetic calorimeter for a light dark matter
experiment at ELSA. It was possible to integrate the first iteration of a pixel detector
with configurable pixel size, thickness and position. A target of adjustable material
and dimensions was also integrated. An electromagnetic calorimeter with hexagonal cell
structure and configurable geometry was built and equipped with a working digitizer.

The simulation of non dark bremsstrahlung Standard Model background events was
achieved by putting electrons with configurable energy position and beam angle into the
simulation. The general feasibility of the used physics list and geometry was verified by
comparing certain kinematic variables to distributions given in [Åke+18].

Dark bremsstrahlung signal electrons were included courtesy of Ruth Pöttgen, who
provided the MadGraph/MadEvent4 code for signal generation. The output Les-Houches
event file is read by a custom parser, which feeds the kinematic information of the signal
electron into the electron generator. Furthermore the feasibility of this approach was
verified by comparing kinematic quantities with [Åke+18].

The constructed pixel detectors did not have any logic, which would allow to analyse
the simulated data. For this reason a digitizer was employed. It mainly built upon the
already existing digitizer in ExPlORA, but uses a trick involving fictitious indices. This
allows for the simulation of highly granular pixel detectors, which would not be possible
otherwise due to performance issues.

It was possible to assign clusters to tracks by using available Monte Carlo data. This
was done to save time and due to the limited scope of this thesis. Hence, this module
of the simulation will have to be reworked in later iterations and improvements to the
simulation. It can however be seen as working proof of concept.

ExPlORA already featured an existing fitting routine, which was adapted to work with
the setup for a light dark matter experiment. Due to the strong dependency on the initial
momentum measurement and the sparse amount of information about the track behind
the target, this routine had to be discarded and would not be feasible for this experiment.

A new fitting routine based on a simple Kalman filter was implemented using ideas
such as tracking regions from the old fitting algorithm. Its performance was tested by
investigating how well the momentum in front of, behind the target, and with signal
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electrons could be reconstructed. While this approach seems to be promising, there are
definitely effects which are not accounted for, such as multiple scattering and energy loss.
This will have to be addressed in later iterations of a simulation software.

Overall it has to be said, that simplifications have been made for various parts of
this thesis (e.g. the pixel detectors without support structures or track assignment using
Monte Carlo data). However this has to be expected, as this is the first iteration of the
simulation and bounds are set by the scope of a master’s thesis. It was possible to set
up the simulation and include necessary logic into the detector components to an extent,
which allows track fitting with a simple Kalman filter. This setup already allows for basic
simulation studies, such as the Kalman filter performance or the amount of hits per event
in different detector layers. This shows, that even though many components currently are
just a proof of concept, the basics of most of the detector setup have been implemented
and are functioning. The work done in this thesis can be used as a foundation to expand
on the existing simulation and build upon it. Eventually leading to a more sophisticated
and accurate depiction of a real detector setup.
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Appendix A

Appendix

A.1 Digitizer Plot for the Electromagnetic Calorimeter
Fig. A.1 shows the difference of a digitised hit in the electromagnetic calorimeter and the
actual energy deposit position in the x-y plane. One would expect a uniform distribution
over the individual hexagonal cell, analogous to Fig. 5.2. This requirement is, apart from
binning effects at the edges, fulfilled.
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Figure A.1: This normalised histogram shows the difference between a digitised hit
in the electromagnetic calorimeter and the actual energy deposit position in the x-y
plane for all cells in the calorimeter. The colour indicates bin content. In total this
histogram has 556 179 entries
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A.2 Kinematic Variables for Signal Events Generated with a
3.2 GeV Beam

Fig. A.2 shows the same kinematic variables as Fig. 4.9. However, they are generated
using a 3.2 GeV beam and give an impression of the properties of potential signal events
at ELSA.
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Figure A.2: Shown are selected kinematic variables of signal events generated wit a
beam energy of 3.2 GeV. The same cuts as in[Åke+18] have been applied. Histograms
have been normalised with their integral.
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A.3 Fully Calculated Derivatives For The Kalman Filter
Propagation Matrix

This section contains the fully calculated derivatives used in Eqs. (6.13) and (6.15).
Starting with Eq. (6.13)[Kre12]:

x′ = tx

y′ = ty

t′x = κ · q
p
·
√
t2x + t2y + 1 · (tyBz − (1 + t2x)By + txtyBx)

t′y = κ · q
p
·
√
t2x + t2y + 1 · (−txBz − (1 + t2y)Bx − txtyBy)(

q

p

)′
= 0

Where the subscripts on the magnetic field B denote the respective coordinate.
Next are the derivatives used in the matrix in Eq. (6.15):

∂t′x
∂tx

= κ · q
p
·
Bx(t

3
y + 2t2xty + ty)− txBy(2t

2
y + 3t2x + 3) +Bztxty√

t2x + t2y + 1

∂t′x
∂ty

= κ · q
p
·
Bxtx(2t

2
y + t2x + 1)−Byty(t

2
x + 1)−Bz(−2t2y − t2x − 1)√

t2x + t2y + 1

∂t′x
∂( qp)

= κ ·
√
t2x + t2y + 1 · (tyBz − (1 + t2x)By + txtyBx)

∂t′y
∂tx

= κ · q
p
·
−Bxtx(t

2
y + 1)−Byty(2t

2
x + t2y + 1)−Bz(2t

2
x + t2y + 1)√

t2x + t2y + 1

∂t′y
∂ty

= −κ · q
p
·
Bx(2t

2
xty + 3t3y + 3ty) +By(t

3
x + 2txt

2
y + tx) +Bztxty√

t2x + t2y + 1

∂t′y
∂( qp)

= κ ·
√
t2x + t2y + 1 · (−txBz − (1 + t2y)Bx − txtyBy)
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