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CHAPTER 1

Introduction

Ask the right questions and nature will open
the doors to her secrets.

C.V. Raman

Physics is about understanding nature the way it is. The question is: How close one has to look?
The quest began from defining atom to be an indivisible entity of matter and eventually, our horizons
of knowledge expanded. Many years of developing theories and building experiments to test these
theories, led to the development of the Standard Model of Particle Physics. This remarkable theory
confines our current understanding of the basic building blocks of matter.
Collider experiments are undertaken to explore different aspects of the SM. It probes particles at

large energies. In this way, one can investigate various interactions occurring between them. Analysis
of the data generated out of colliders, have led to major accomplishments in Particle Physics. A
mystery of why, and / bosons are massive while the other bosons are massless, was solved after
the prediction of the Higgs boson. In the discovery of Higgs, the top-quark played an important role.
The top-quark is the heaviest fundamental particle discovered so far. Owing to its large mass, it has a
significant role in understanding the functioning of the SM. Moreover, it also provides hints to physics
beyond the SM. The topic of this thesis is related to top-quark physics.

Out of the numerous interactions taking place at the LHC, one of the rare processes is the associated
production of a single top-quark and a /-boson. It is an interesting process to study, because it can
probe coupling of a boson with a fermion and another boson at the same time. Initial studies were
undertaken by the ATLAS collaboration [1] and the results were found to be consistent with the SM.
A differential analysis has the potential to provide deeper insights about the process. New physics may
affect kinematic properties of particles which can be reflected in the differential measurements.

This analysis explores the technique of unfolding. Data recorded by a detector is smeared due to its
limited efficiency. Unfolding is a mathematical way to obtain original data without the detector effects.
This allows for an accurate measurement to be performed, leading to reliable results.

This thesis is structured as follows: A theoretical overview of concepts used in Particle physics
is given in Chapter 2. A detailed working of the ATLAS experiment is described in Chapter 3.
Chapter 4 focuses on the C/@ process. Specific signatures of the signal and background processes are
discussed and in addition, the strategy to extract signal is also presented. The unfolding technique has
been introduced in Chapter 5. The profile likelihood unfolding method, implemented in this thesis
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Chapter 1 Introduction

is explained in detail. Validation tests and the unfolded differential cross-sections are presented in
Chapter 6. At the end, a brief summary and future prospects are provided in Chapter 7.
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CHAPTER 2

Theoretical concepts

The first part of this chapter presents an overview of the theoretical and the experimental aspects of
particle physics. Section 2.1 explains the widely successful Standard Model of Particle Physics while
Section 2.3 deals with concepts of colliders used in modern particle physics experiments. The second
part of this chapter focuses on the top-quark including its discovery, production, decay and other
properties. The final part sheds light on rare processes involving the top-quark, such as associated
production with weak bosons.

2.1 The Standard Model and its properties

Our current understanding of the fundamental structure of matter is confined in a theory called the
Standard Model of Particle Physics (SM). This theory explains elementary particles of matter and
interactions between them. The fundamental particles are broadly classified into fermions and bosons
based on their spin configuration. Fermions are spin half particles and are divided into quarks and
leptons depending on whether or not they are sensitive to strong interaction. Quarks are particles
carrying fractional electric charge and they can only exist in bound states formed by two or three quarks
called as hadrons e.g protons and neutrons. The negatively charged electron (4−), muon (`−), tau (g−)
and the corresponding electrically neutral neutrinos are called the leptons. According to the Standard
Model neutrinos are massless. For each elementary particle there exists an anti-particle which has
the same mass but opposite physical charge. Fermions can also be categorized into three generations
each having an up-type quark, a down-type quark, a lepton and a neutrino. The first generation is
composed of up-quark(u), down-quark(d), electron(4−), and electron-neutrino(a4). These particles
constitute most of the matter around us, for instance proton is made up of two up quarks and one down
quark (uud). The second generation consists of charm-quark(c), strange-quark(s), muon(`−), and
muon-neutrino (a`) while the top-quark(t), botton-quark(b), tau(g

−) and tau-neutrino(ag) build up the
third and the final generation. Masses of particles increase from first generation to the third, rest all
properties remain same. An overview of the particles in the SM is shown in Figure 2.1.
The quarks and leptons interact with each other through spin-1 particles called the gauge bosons.

Since these bosons carry force of interaction, they are called force-carrier particles. There are
four fundamental forces existing in nature: gravitational, electromagnetic (EM), strong and weak.
Except gravitation the other three are included in the SM. The Quantum Field Theory (QFT) supplies
the underlying mathematical description for the EM, strong and weak processes. Fermions which
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Chapter 2 Theoretical concepts

Figure 2.1: Overview of the particles in the Standard Model along with their properties including mass, spin
and charge are shown. Particles shown in lavender and green are fermions while the ones shown in red are
gauge bosons. Anti-particles are not shown[2].

possess a non-zero electric charge can participate in electromagnetic interaction mediated by the
massless photon (W). Photon, being electrically neutral, can not interact with other photons. Quantum
Electrodynamics (QED) is the following QFT for EM interaction. It explains attraction and repulsion
between charged particles. It is interesting to know how the proton, despite having two positive quarks,
remains stable amidst the repulsion. This is because the strong force exists between the quarks and
overcomes the repulsion.
The strong force is propagated by gluons and it is responsible for holding the quarks together

inside a hadron. Particles are required to possess a colour charge to undergo strong interaction. Out
of the SM particles, only quarks have the colour charge. There exist three different quark fields,
namely green,blue and red. Moreover, there are eight gluon fields, each with a different combination
of colours. Unlike photons, gluons can interact with other gluons since they carry colour charge
themselves. The QFT explaining the strong interaction is called Quantum Chromodynamics (QCD).
This theory forbids quarks from existing freely in nature and therefore quarks exist in colour-neutral
bound states along with other quarks or anti-quarks. In QED, the antiparticles have opposite electric
charges whereas in QCD the anti-particles are defined as particles having opposite colour charges.

4



2.1 The Standard Model and its properties

QED and QCD are similar in most aspects. Both theories describe interactions mediated by massless
spin-1 bosons. Theory explaining the third SM interaction, the weak interaction, differs from both
these theories in many ways.

The weak force is mediated by massive gauge bosons including charged ,+, ,− and neutral Z
boson. It manifests itself in phenomenon like nuclear decay and nuclear fusion. All fermions, even
neutrinos, can interact weakly because they all possess the weak isospin that is charge of the weak
interaction. It is the only interaction in the SM that permits change of flavour of final state particles
and transition between different generations. Quarks can couple weakly and shift from one generation
to another. For instance 3-quark can change into 2-quark by exchanging ,+ or ,−. This unique
feature is exhibited because the mass eighenstates of quarks and their weak eighenstates (states that
participate in an interaction) are not same. The weak states are a mixture of the three mass eighenstates.
In principle, if a 3-quark interacts with a,-boson, the,-boson will see the incoming flavour as a
mixture of 3, B and 1 quarks. This mixing or superposition is described in the SM by the CKM matrix.
The Cabibbo-Kobayashi-Maskawa (CKM) matrix is a unitary 3 × 3 unitary matrix which connects the
weak eighenstates to the mass eighenstates,

©«
3
′

B
′

1
′

ª®¬ = +CKM ©«
3

B

1

ª®¬ . (2.1)

The recent values in the CKM matrix are: [3]

+CKM =
©«
+D3 +DB +D1
+23 +2B +21
+C3 +CB +C1

ª®¬ =
©«
0.97401 ± 0.00011 0.22650 ± 0.00048 0.00361+0.00011

−0.00009
0.22636 ± 0.00048 0.97320 ± 0.00011 0.04053+0.00083

−0.00061
0.00854+0.00023

−0.00016 0.03978+0.00082
−0.00060 0.999172+0.000024

−0.000035

ª®®¬ .
(2.2)

Non-zero components of the CKM matrix play a role in the weak interaction between quarks.
The interaction strength is proportional to square of the relevant component of the matrix, |+8 9 |

2.
The CKM matrix can also be described in terms of three rotation angles and a complex phase. It
can be seen form the matrix that the off-diagonal components have relatively smaller values than
the diagonal components, due to which the interactions between quarks of different generations are
suppressed compared to those of the same generations. The weak theory divides the fermion fields
into left-handed and right-handed fields. However only the left-handed fermions and right-handed
anti-fermions carry the weak isospin.

A significant property of each theory in the SM is that it is invariant under the transformation by a
specific Lie group. This unique group is called its symmetry group. The groups (* (2)! , * (1)�"
and (* (3)� are the symmetry groups for weak theory, QED and QCD, respectively. The subscript
! depicts left-handed fermions and � stands for colour. The electromagnetic and weak interactions
can be unified in a single theory called the electroweak theory. The unification gives a single unified
symmetry group (* (2)! ×* (1). . Here, . is the weak hypercharge operator and it is related to &,
which is the generator of* (1)�" , and weak isospin )3 by:

. = 2(& − )3). (2.3)
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The internal symmetry of the Standard Model is given by:

(* (3)� × (* (2)! ×* (1). . (2.4)

At low energies, the symmetry (* (2)! ×* (1). is broken due to Higgs mechanism. It is referred
to as spontaneous symmetry breaking and is responsible for the non-zero masses of the weak bosons.
Fermions acquire mass through Yukawa interactions with this newly generated scalar field called the
Higgs field. The mass of the fermion depends on the interaction strength. Photon doesn’t interact
with Higgs hence it is massless. The Yukawa coupling of the top quark is strongest among the other
fermions and consequently it has the largest mass.

Out of the fundamental particles, this thesis focuses on the top quark and the Z boson.

2.2 Feynman diagrams

A pictorial representation of the interactions between fundamental particles can be shown by Feynman
diagrams. It makes use of straight lines with arrows to show particles and anti-particles participating
in the interaction and curly lines to show the boson exchanged between them. The Feynman diagrams
are symbolic and have no physical meaning. As shown in Figure 2.2(a), two electrons represented by
two external lines enter, a photon is mediated between them and then they exit. Here the time runs
along the G-axis. This process is called Møller scattering. The intersection of the particle-lines and
the boson-line in the diagram is called a vertex where the interaction takes place. It is important to
keep in mind that neither the lines represent the trajectories of the particles nor the physical separation
between them.
In Figure 2.2(b), one of the incoming particles is going backward in time, this is to show an

anti-particle. The diagram represents an electron and positron annihilating into a photon and with
time the photon turns into an electron-positron pair. This interaction is called the Bhabha scattering.
Every Feynman diagram contains at least two vertices, diagrams with only one vertex violate the
conservation of energy and hence are not allowed. Diagrams with more than two vertices are called
higher-order diagrams.

The diagrams for a certain process can be analyzed for cross-section calculation using a set of rules
called the Feynman rules. To analyze the process, contributions from all the possible diagrams are
taken into account. For QED processes, each vertex in a diagram contributes a factor U = 1/137 to
the calculation. Since this factor is very small, diagrams with more vertices contribute less.

2.3 Concepts of collider physics

The proton-proton collisions produce a variety of processes that can be studied to understand the
SM from an experimental point of view. If the two incoming protons stay intact after colliding, it
implies an elastic collision has occurred. At high energies, the possibility of elastic collisions decrease.
The incoming protons see each other as a bunch of partons instead of a single proton. The proton
is composed of two u- and one d- quark called valence quarks. At high energies, these quarks can
exchange gluons and in turn produce more gluons and quarks. In a way, the proton looks like a sea of
gluons and quarks that altogether are called partons. Here the net flavour of a proton is the same as
that of valence quarks. These partons interact and give rise to different SM processes.

6
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4
−

4
−

4
−

4
−

W

(a) Møller scattering

4
+

4
+

4
−

4
−

W

(b) Bhabha scattering

Figure 2.2: Feynman diagrams describing electron-electron scattering (left) and electron-positron scattering
(right)

Cross-section

The probability of interaction to take place when two particles collide is measured in terms of the
cross-section (f). It is an effective area where the interaction occurred. The unit of cross-section is
barn (b), where 1 b = 10−28

<
2. For a certain process, one can draw Feynman diagrams and calculate

the corresponding cross-section using Feynman rules. Moreover, these values can be compared to
the measured cross-section obtained from the data generated out of hadron colliders. When the
measurement covers all the scattering angles, it is called total (or inclusive) cross-section. However,
if the measurement is done as a function of a certain variable (-) of the final state particles such as
momentum or energy, then it is called differential(or exclusive) cross-section (df/d-).

2.3.1 Inelastic scattering and Parton Distribution Functions (PDFs)

The binding forces between the constituents of accelerated protons act in the transverse direction.
In the case of elastic collisions, these binding forces keep the protons intact after the collision even
though the path is slightly deflected compared to the incoming direction. With the increase in the
proton energy, the binding forces can no longer hold the proton together and as a result, the proton
disintegrates into its partonic components long before the collision. Consequently, the rate of inelastic
scattering increases and is measured as inelastic cross-section [4].
An important property of the strong force is that it depends on the energies of the interacting

particles. The coupling constant for QCD UB, which determines the strength of interaction, is not
a constant. The value of UB at low energies is very large, which is responsible for confinement of
quarks inside a hadron. Large UB implies a large contribution from higher-order diagrams unlike QED.
In this case perturbation theory becomes unreliable. But experiments discovered that UB becomes
sufficiently small at high energies relevant to modern collider experiments. The reason behind this
is the anti-screening of colour charges due to gluon self-interactions. The running of UB allows
theoretical predictions to be made using perturbation theory. This QCD feature is called asymptotic
freedom.

In a proton, each quark of flavour 8 carries a specific fraction x of the total momentum of the proton.
It is expressed in terms of Parton Distribution Function (PDF) 58 (G8 , &

2). Here, Q is the energy scale
of the interaction. The determination of PDFs is necessary for cross-section predictions at hadron
colliders [5]. The cross-section to produce a final state X in a proton-proton collision can be expressed

7
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as
f?1?2→- = Σ8, 9=?0AC>=B

∫
3G83G 9 · 51(G8 , `

2) 52(G 9 , `
2)f8 9→- (B, `

2). (2.5)

Here 8, 9 stand for the partons in two protons ?1 and ?2; 51 and 52 are PDFs of the protons; B is the
center of mass energy squared and f8 9→- is the cross-section for 8 and 9 to make final state - .

Center-of-mass energy

In a collision between two particles the total center-of-mass energy is expressed as

√
B =

√
(Σ2
8=1�8)

2 − (Σ2
8=1?8)

2
, (2.6)

where � and ? are energy and momentum of the two initial state particles. If two colliding beams
of the same particle type have the same energy, then the center-of-mass energy is

√
B = 2�140<,

neglecting the masses of particles.

Luminosity

An important parameter of an accelerator is its luminosity L that determines the number of events of
a particular process during collisions. In an accelerator, the instantaneous luminosity is measured by
grouping the particles into bunches and colliding them at one or more interaction points, by using

L = 5
=1=2

4cfGfH
, (2.7)

where =1, =2 and 5 are the number of particles in the colliding bunches and the frequency of collision,
respectively; fG and fH are root-mean-squared horizontal and vertical beam sizes, respectively.
For a process, the observed number of events is given by the product of the luminosity integrated

over the lifetime of operation of the accelerator and the cross-section of the process,

# = f

∫
L3C. (2.8)

Decay rate and branching ratio

An elementary particle often decays into smaller particles through the possible decay modes or
channels, depending on the conservation laws for quantum numbers and strength of the decay process.
The probability per unit time of a particle decaying is called its decay rate (Γ). For # identical particles
the change in the number after time dt is given by

3# = −Γ#3C. (2.9)

The lifetime of the particle is the time after which the sample becomes 1
4
of its original size,

g =
1
Γ
. (2.10)

8



2.3 Concepts of collider physics

When multiple decay modes are possible, the total decay rate of the particle is the sum of individual
decay rates. In order to learn the dominance of a certain decay mode, we calculate its branching ratio
(BR). The branching ratio of a decay mode i is defined as

BR =
Γ8

Γtotal
. (2.11)

2.3.2 Kinematics

Transverse momentum

The axis along which the colliding particles are boosted is referred to as the beam axis or longitudinal
axis. The sum of momentum components along the transverse axis (perpendicular to the beam axis),
is called transverse momentum,

?
)
=

√
?

2
G + ?

2
H . (2.12)

where beam is along the z-axis.
For a boost along the beam axis, there is no initial transverse momentum of particles and as per the

conservation of momentum, the final transverse momentum should also be zero. This is used to detect
invisible particles like neutrinos. Momenta of all the particles are reconstructed and subtracted from
zero to get the momentum of invisible particles, this is called missing transverse momentum.

Rapidity

Out of the total boosted particles in collider experiments, only a fraction interacts and produce final
state particles. One can determine the kinematics of the total boosted particles but the energy and
momentum of the particles that actually interact are unknown. There is a need for a quantity that is
invariant under boosts along the beam direction. Such quantity is the rapidity y defined as

H =
1
2

ln
(
� + ?I
� − ?I

)
. (2.13)

Here � is the energy and ?I is the momentum component along the z-axis.

Pseudorapidity

In cases where | ®? | ' � , the rapidity is not very reliable. Instead, a quantity called pseudorapidity ([)
is convenient to use. It is dependent on the polar angle \,

[ = − ln tan
(
\

2

)
. (2.14)

For two particles let Δ[ and Δq be the differences of their pseudorapidies and azimuths, respectively.
The angular separation between them can be defined as

Δ' =

√
(Δ[)2 + (Δq)2. (2.15)
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Pile-up

Pile-up is referred as the signal coming from collisions other than the collision of interest. There are
two sources of pile-up, namely in-time and out-of-time. In-time pile up is due to collisions occurring
in the same bunch-crossing and out-of-time pile-up is contributed by the collisions from previous or
later bunches. The accurate detection of objects under study becomes difficult due to pile-up events.
Modeling of these background events is a crucial part of an analysis [6].

2.4 Top-quark physics

2.4.1 Discovery

The electroweak theory states that the left-handed particles forming weak isospin doublets can interact
weakly. In 1977 the bottom quark was discovered and it led to the prediction of its weak isospin
partner, the top quark t. This prediction was made to keep the electroweak theory internally consistent.
After puzzling the scientists for around two decades, the top quark was finally discovered in 1995 at
the Fermilab Tevatron by the CDF and D0 experiments.

2.4.2 Top-quark properties

The top-quark is the up type quark belonging to the third generation of the SM. It is the heaviest known
elementary particle with a mass of (172.76 ± 0.30)GeV [3]. The t-quark is extremely short lived
for about 5 × 10−25 seconds which is much smaller compared to the time required to form hadronic
states. Consequently, it decays before it can hadronise; due to this fact, the t-quark is often viewed as a
quasi-free quark. Unlike other quarks the t-quark gives an opportunity to study properties of a bare
quark. The large decay width of the top falls in the non-perturbative regime of QCD and hence the
properties can be predicted using perturbation theory.
Since its discovery, top-quark has been an interesting topic of research owing to its large mass

compared to other SM particles. It is of the same order as the scale where the electroweak symmetry
breaking (EWSB) occurs. By precisely measuring the mass, one can get a deeper understanding of
EWSB. The strong Yukawa coupling to Higgs field, which results in its large mass, was considered an
important parameter in constraining the Higgs boson mass during its discovery [7]. It is crucial to
precisely measure the top quark properties not only to test the consistency of the SM but also to test
the possibility of new physics. Some models of new physics beyond the SM hypothesize new particles
decaying into top-quarks.
Top-quark decays almost entirely into a,-boson and a b-quark. The decay process takes place

weakly and it is a consequence of the large |+C1 | value of the CKM matrix.

C → ,1

2.4.3 Top-quark production

Top-quark pair production

Top-quark was discovered at the Tevatron but after its shutdown in 2011, the LHC became the only
place where top-quarks are produced in abundance. LHC is therefore referred to as the top-factory.

10



2.4 Top-quark physics

Top-quarks are produced dominantly as top-anti-top pairs via the strong interaction. In proton-proton
collisions, top-quark pairs (CC̄) are produced either by gluon-gluon fusion or @@̄ annihilation. The
dominance of either productions depends on the PDFs, center-of-mass energy at which particles are
probed and the type of colliding particles. Feynman diagrams for these processes at leading order
(LO) in QCD are shown in the Figure 2.3. Theoretically, cross-section of the CC̄ production is available
at the next-to-next-to-leading order (NNLO) in QCD. Measurements have been performed at the LHC
and they agree with the predictions. For instance, the ATLAS Measurement of fC C̄ is [8]

fC C̄ = 830 ± 0.4(stat) ± 36(syst.) ± 14(lumi) pb. (2.16)

The CC̄ process is an important background in many searches for physics beyond the SM.
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Figure 2.3: Feynman diagrams for CC̄ processes at LO in QCD.

Single-top production

There are three separate processes at LO for producing single-top and single anti-top, which can be
distinguished based on the virtuality of the exchanged,-boson. The dominant process is the t-channel
process, as shown in Figure 2.4(a), where a light quark and a b-quark interact weakly and produce a
top-quark along with a quark. The corresponding cross-section f(C@) is greater than f(C̄@) because
the density of u-quark is twice than d-quark in proton-proton collisions. The ATLAS collaboration
measured f(C@) and f(C̄@) at

√
B = 13 TeV: [9]

f(C@) = 156 ± 28 pb, f(C̄@) = 91 ± 19 pb. (2.17)

The second dominant production mode is the,C-channel, as shown in Figure 2.4(b). In this process,
an initial state b-quark interacts with a gluon and produces a top-quark and a,-boson. Approximately
24% of the total single-top production cross-section is contributed by,C-channel. The single-top
production cross-section contributed by,C-channel is measured by the ATLAS collaboration is: [10]

fC, = 94 ± 10(stat.)+28
−22 (syst.) ± 2(lumi.)pb. (2.18)

The least probable process for single-top production is the B-channel process. Two initial state
quarks couple weakly to produce single-top. The Feynman diagram for the B-channel process is
shown in Figure 2.4(c) It was investigated by ATLAS collaboration at

√
B = 8 TeV and the measured

cross-section is: [11]

fB = 4.8 ± 0.8(stat.)+1.6−1.3 (syst.)pb. (2.19)
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Figure 2.4: Feynman diagrams for single-top production processes at LO in QCD

All the three processes involve a ,C1 vertex incorporating the electroweak couplings of the
top-quark. Consequently they allow direct measurements of the absolute value of the CKM matrix
element |+C1 |.

2.4.4 Rare processes involving top-quark

The theories beyond the SM predict large couplings of the top-quark with new particles. For obtaining
experimental evidence, it is essential to study rare processes involving top-quarks. Top-quark pair
production in association with gauge bosons(, ,/) are two of the rare processes. Their production
cross section is around 1 pb. Examining these processes one can measure weak couplings of the
top-quarks and test the SM. Deviations from the SM predicted value of coupling strength can lead
towards new physics. The measured cross-sections for CC̄, and CC̄/ by the ATLAS collaboration
are: [12]

fC C̄, = 0.87 ± 0.13(stat) ± 0.14(syst.) pb
fC C̄/ = 0.95 ± 0.08(stat) ± 0.10(syst.) pb.

The process involving top-quark pair production along with Higgs boson(CC̄�) probes direct
measurement of top-Yukawa coupling HC at the LHC. Since it is the largest fermion-Higgs coupling, it
is important to obtain a precise measurement. Determination of the magnitude of HC is possible by
studying CC̄� process. Another process where single-top is produced with Higgs (C�) can be measured
simultaneously with CC̄� and it is sensitive to the sign of HC . The production cross-sections of both the
processes are very small and consistent with SM prediction [13],

fC C̄� = 294+182
−162 fb. (2.20)

Evidence for an extremely rare process involving production of four top-quarks (CC̄CC̄) has recently
been reported at the LHC. The production cross-section of four-tops is measured to be 24+7−6 fb [14].
Its significance corresponds to 4.3 standard deviations with an expected significance of 2.4 standard
deviations. The CC̄CC̄ cross-section is sensitive to the magnitude and CP properties of HC .

2.4.5 Single-top production with a Z-boson

Rare electroweak processes such as associated production of a single top-quark and a Z-boson can
be investigated owing to the high energy and large luminosity at the LHC. Looking at the Feynman
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2.4 Top-quark physics

diagrams at LO (Figure 2.6) one can notice that it resembles the t-channel production of a single
top-quark with an addition of a Z-boson radiated from one of the incoming or outgoing quarks, or
from the exchanged W-boson. The ?? → C/ process, referred to as the tZq process, probes the
WWZ coupling and tZ coupling. It is a unique feature for a single process to probe boson-boson and
fermion-boson coupling simultaneously. A study of the C/@ process can be a precursor to C�@ which
is a process probing similar couplings as the C/@ process.
Evidence for the tZq process was reported by the ATLAS collaboration [15] with a meausred

significance of 4.2 standard deviations. Later the production cross-section was measured by ATLAS
and CMS experiments. The SM predicted cross-section at NLO in QCD under the condition of the
dilepton mass being greater than 30 GeV, is 102+5−2 fb. Data obtained from the ATLAS detector at

√
B

= 13 TeV with luminosity corresponding to 139 fb−1 was analyzed in the trilepton channel, where
the Z-boson decays into two leptons and the W-boson from the t-quark also decays leptonically. The
result of this analysis is: [1]

f�) !�( (?? → C/@ → C;
+
;
−
@) = 97 ± 13(stat.) ± 7(syst.) fb. (2.21)

The CMS measurement for production cross-section with the same final states corresponding to an
integrated luminosity of 77.4 fb−1 is: [16]

f�"( (?? → C/@ → C;
+
;
−
@) = 111 ± 13(stat.)+11

−9 (syst.) fb. (2.22)

The production cross-sectionmerely gives an overview of the process. We can get a better understanding
of the process through differential cross-section analysis. An overview of production cross-sections
for processes involving top-quark is given in Figure 2.5. It combines the measurements carried out by
the ATLAS collaboration at different center-of-mass energies. It can be seen that the C/ 9 process,
referred to as C/@ in this thesis, has very small cross-section compared to other processes.
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Figure 2.5: Summary of cross-sections for top-quark related processes measured with Run-1 and Run-2 data by
the ATLAS collaboration. The theoretical predictions at NLO or higher are also given. Figure is taken from [17]
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CHAPTER 3

Particle detection and reconstruction

This chapter starts with a brief overview of the Large Hadron Collider followed by a detailed explanation
of the ATLAS detector in Section 3.2. Section 3.3 discusses how different physics objects are observed
in the detector and how they are reconstructed.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is the world’s largest particle accelerator situated in CERN near the
France-Geneva border, Switzerland. It is a cicular proton-proton collider which can reach 13 TeV
center-of-mass energy.

3.1.1 The accelerating modules

The collider is a series of particle accelerators that bring protons to high energies in tiers. Initially,
protons are extracted from hydrogen atoms by applying an electric field and injected into LINAC 2,
the first accelerator in the series. It accelerates protons to an energy of 50 MeV and feds them to the
Proton Synchrotron Booster (PBS), where they achieve an energy of 1.4 GeV. Afterwards the protons
enter Proton Synchrotron (PS). It boosts the protons to 25 GeV and injects them into the Super Proton
Synchrotron (SPS), which increases the proton energy to 450 GeV. Finally, the protons are inserted
into two opposing beams of the LHC, the final machine of the accelerator series. Here, each beam
attains a path-breaking energy of 6.5 TeV. The two beams continuously travel in opposite directions
until they are brought in collision at the four interaction points where detectors are placed. The total
energy at each collision point is 13 TeV [18]. An elaborate sketch of the accelerator complex is shown
in Figure 3.1.

3.1.2 The LHC ring

The LHC is a 26.7 km long ring that contains superconducting magnets surrounding the beam pipes.
It is installed in a tunnel situated 100m underground at CERN [20]. There are 1 232 dipole magnets
used to control the direction of the beam and 392 quadrupole magnets which focus the beam. In
addition, there are insertion magnets which are located near the collision points. Their task is to
squeeze the beams so that the chance of collisions increases [18].
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Chapter 3 Particle detection and reconstruction

Figure 3.1: Schematic of the LHC along with all the machines in the accelerator series[19].

The LHC has the capability to collide 2 808 bunches per beam separated by 25 ns; each bunch
contains approximately 1011 protons. During the period from 2015 to 2018, termed as Run-2 of the
LHC, the instantaneous luminosity (explained in Section 2.3.1) of 1034 cm−2 s−1 was achieved [21].

3.1.3 Experiments at the LHC

There are detectors positioned at the four collision points of the LHC ring designed to observe the
scattered particles after collisions. The LHC not only collides protons but also heavy nuclei such
as lead ions at several energies. A Large Ion Collider Experiment (ALICE) undertakes the study of
quark-gluon plasma generated from these lead ion collisions. Quark-gluon plasma is a phase of matter
thought to have formed just after the big bang. It plays an important role to understand key aspects of
QCD. The Large Hadron Collider beauty (LHCb) is a series of sub-detectors specialized to study
beauty-quarks or b-quarks. Everything around us is made up of matter (containing particles) and
not antimatter (containing anti-particles). The main aim of LHCb is to study this matter-antimatter
asymmetry. The last two detectors, A Toroidal LHC ApparatuS (ATLAS) and the CompactMuon
Solenoid (CMS) are general-purpose detectors built to explore diverse range of physics interactions
provided by the LHC. They possess various sub-components to accurately identify different particles
and measure their properties. A detailed description of the ATLAS detector is given in the following
section.
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3.2 The ATLAS experiment

3.2 The ATLAS experiment

The ATLAS experiment [22] is one of the major experiments at the LHC that investigates Standard
Model physics and also provides a window for beyond the SM particle searches. The ATLAS detector
as shown in Figure 3.2, is the largest particle detector ever constructed. It weighs 7 000 tonnes and has
dimensions of 46m length and 25m diameter. The detector consists of six different detecting systems
arranged concentrically around the interaction point. Their function is to record energies, momenta
and trajectories of particles that can be altogether used to identify individual particles.

Prime components of ATLAS are: the Inner Detector, the Calorimeter, the Muon Spectrometer and
the Magnet System. In addition to the detector components, there are Trigger and Data Acquisition
System (TDAQ) and the Computing System. The TDAQ selects events important from a physics point
of view and ignores the rest. The Computing System analyzes the humongous amount of data from
the detector through various software.

Coordinate system

A right-handed coordinate system is defined for ATLAS analyses. The interaction point (IP) is marked
as the origin and the beam direction defines the z-axis. In the plane transverse to the beam direction,
the line joining the IP with the center of the LHC-ring is the x-axis while y-axis runs in the upward
direction. The angle around the beam axis is considered the azimuthal angle (q) whereas the angle
measured from the beam axis is the polar angle (\).

Figure 3.2: Schematic of the ATLAS detector. It includes all its components arranged in an onion-like structure
[23].
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3.2.1 The Inner Detector

The Inner Detector (ID) is the first component to encounter the decay products of collisions. It is
enclosed in a cylindrical envelope immersed in a 2 T magnetic field generated by a solenoid magnets.
The ID comprises of the pixel detector and the Semiconductor Tracker (SCT) in its innermost region
while the Transition Radiation Tracker (TRT) resides in its outer region. These highly sensitive
sub-components are designed to resolve charged particle tracks.
The sub-components register a hit whenever a charged particle induces a charge due to ionisation.

Consequent hits characterise the trajectory of a charged particle. The ID functions within the range of
|[ | < 2.5. A schematic of ATLAS-ID is given in Figure 3.3.

Figure 3.3: Schematic of the ATLAS Inner Detector. The sub-components are labelled[24].

The Pixel Detector

The pixel detector consists of four concentric layers of silicon pixel sensors around the beam axis in
the barrel region and three layers placed on disks perpendicular to the beam axis in the end cap region.
Each silicon pixel sensor measures 50 × 400 `<2. Each layer contains rectangular modules with each
module having 46 080 pixels. There are 1 744 modules in total [25]. Hits registered by the pixels are
readout and are used to reconstruct the trajectory of particle.

Semiconductor Tracker

The SCT is a silicon microstrip detector wrapped around the pixel detector. There are 4 088 modules
of silicon strip detectors with each module containing four silicon sensors; arranged in 4 barrel layers
and 18 planer end cap disks. The SCT is made up of 6 million readout strips, distributed with a 80 ` m
spacing. This arrangement allows particle positions to be recorded with an accuracy of 17 ` m in the
direction transverse to the strip.
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Transition Radiation Tracker

The TRT is a gaseous detector and it contains drift tubes or straws of 4 mm diameter each, filled with
a mixture of xenon (70%), CO2 (27%) and O2 (3%). At the center of each straw there is a thin wire
of 31 ` m diameter, kept at ground potential. The wall of the straw is kept at a potential of -1.5 kV.
When a charged particle passes through the straw, ionisation occurs and free electrons drift towards
the wire creating a current that can be detected [26]. The TRT has 350 000 read out channels that
enables to measure the distance between particle track and wire with a precision of 0.17mm [25].

The TRT not only provides tracking information but also plays a role in particle identification. Spaces
between the straws are filled with polymer fibres to create transition radiation. The electromagnetic
radiation emitted by a charged particle when it passes through a boundary between two inhomogenous
media is called transition radiation. This property is utilized by the TRT to differentiate between
different charged particles. Electrons emit the strongest transition radiation which distinguishes them
from hadrons.

3.2.2 Calorimeters

The function of calorimeters is to measure the energy lost by a neutral or charged particle while
traversing the detector medium. Specific high-density materials such as lead are used inside the
calorimeters that have the capability to slow down a particle until it entirely stops inside the material.
An incoming particle interacts with the calorimeter medium and creates a series of particles called a
shower. The ATLAS calorimetry system is divided into the electromagnetic calorimeter (ECAL) and
the hadronic calorimeter (HCAL) based on different types of particle-matter interactions.

Electromagnetic calorimeter

Incoming particles such as electrons and photons, interact electromagnetically with the ECAL medium.
Pair production and bremsstrahlung1 result into an electromagnetic shower of particles. The thickness
and density of the ECAL absorbers is decided according to the radiation length of the material.
Radiation length (-0) is a property of material defined as the length at which energy of an incident
particle becomes 1/4 of its initial value.
The ECAL is divided into three parts: a barrel part with |[ | < 1.475 coverage and two end caps

within 1.375 < |[ | < 3.2. The lead absorbers, placed inside liquid argon, are arranged in an accordion
geometry which provides a full azimuthal coverage. Moreover, the inner layers closer to the center
of the detector have fine granularity to achieve high resolution while the outer layers have coarse
granularity to detect any leakage.

Hadronic calorimeter

The tile calorimeter, liquid-argon hadronic end-cap calorimeter (HEC), and the forward calorimeter
(FCal) consititute the structure of hadronic calorimeter. The tile calorimeter uses steel as an absorbing
material and scintillators as active media. It surrounds the ECAL and covers a range of |[ | < 1.7. The
HEC is a liquid-argon and copper sampling calorimeter designed to cover a region within 1.5 < |[ | <
4.9 and the FCal is placed at [ > 4.9. The FCal, being farthest from the detector center, encounters

1 The radiation from a charged particle in presence of an electromagnetic field is called bremsstrahlung
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high particle flux. In order to avoid any leakage, gaps between the absorbers are smaller compared to
ECAL.
Incoming hadrons lose or gain electrons through ionisation or interact strongly with the detector

medium and lose energy, creating hadronic showers inside the HCAL. These showers are larger than
EM showers and therefore the volume of the HCAL is required to be larger to confine hadronic
showers.

3.2.3 The muon spectrometer

The outermost part of the ATLAS detector is the muon spectrometer (MS). It is constructed to capture
particles which penetrate the calorimeters effectively, specifically muons. It consists of precision
tracking chambers and a trigger system. The Monitored Drift Tubes (MDT’s) and the Cathode Strip
Chambers (CSCs) track the muon path in the region within |[ | < 2.7. These precision tracking
chambers are arranged in three concentric shells around the beam axis in the barrel region while in the
end caps, they form giant wheels perpendicular to the z-axis.
An important component of the muon spectrometer is the trigger that is designed to provide fast

response of the track information. In the barrel regions, Resistive Plate Chambers (RPC) and in the
end caps, Thin Gap Chambers (TGC) are built for triggering muon tracks. Measurements from the
MDTs along with the trigger system response are used for measuring momenta.

3.2.4 Magnet system

The ATLAS detector is exposed to large flux of decay products during its operation. A strong magnetic
field is required to bend the paths of charged particles for momentum measurements. For this purpose,
a highly efficient magnet system including a central solenoid, barrel toroidal and two end cap toroidal
magnets. The central solenoid magnet, operating with a current of 7.6 kA, is wrapped around the beam
axis and provides a 2 T magnetic field to the Inner Detector. The barrel and end cap toroidal magnets
operate at 20.5 kA and provide a magnetic field ranging from 0.5 to 1 T in the muon chambers. The
barrel toroidal magnet is built from eight coils and kept equi-spaced to form a toroid-shaped magnet.
The end cap magnets are placed inside the barrel toroidal magnet at both ends of the central solenoid
magnet.

3.2.5 Trigger and Data Acquisition System

The trigger system is responsible for the selection of specific events out of the abundant amount of
data received by the detector. It is a multilevel system designed to filter events which are important
from a physics point of view. The Level-1 (L1) is a hardware based trigger which selects only a certain
subset of events from the calorimeter and the muon spectrometer. The L1 trigger selects events which
pass a specific threshold of transverse momentum and missing transverse energy; reducing the event
count. It makes this decision every 2.5 ` s. The resulting subset of events is fed to the High-Level
Trigger (HLT) which further refines the selection. The HLT is a software based trigger constructed
using an army of CPUs. For improving the trigger selection, it utilizes information from the Inner
Detector and selects only a fraction of events.

ATLAS uses a complex and efficient Data Acquisition System (DAQ) which internally connects the
trigger systems. It transports data events from the L1 to the HLT. The DAQ brings together modern
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technology to transfer the filtered events to permanent storage for offline analysis with an output rate
of 1.5 GB/s. The ATLAS DAQ was developed during Run-1 of the LHC (2009-2013) and it was
upgraded during Run-2 in order to cope with the increased number of collisions [27].

3.3 Reconstruction of Physics objects

Particles produced in collisions enter the detector and interact with the detector medium in different
ways as shown in Figure 3.4. Specific signature left by them can be used to identify the particle with
the help of reconstruction algorithms.

Figure 3.4: Schematic showing how different types of particles react inside the ATLAS detector. The sub
detectors and particles they detect, are labelled [28].

Tracking and vertexing

A sequence of algorithms are designed to reconstruct particle tracks from signatures in the Inner
Detector. The inside-out algorithm [29] constructs track seeds from sets of three space points in
the pixel and SCT detectors. Hits from the ID are added to these seeds by the combinatorial filter.
The ambiguities between track candidates are resolved by scoring them and considering the highest
scored track [30]. The inside-out algorithm reconstructs tracks with ?) > 400 MeV. It is capable of
reconstructing particles that are directly obtained from ?? collisions, called primary particles. Similar
tracking is done in the TRT. The reconstructed tracks in the TRT are back-tracked to match with the
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SCT hits. Such back-tracking is useful to reconstruct secondary particles; the particles obtained from
interactions between or decays from primary particles.
The task of finding vertices of interactions is done by vertex finding algorithms. It implements

an iterative j2 fit of the vertex seed and neighbouring tracks. To each track, it assigns a weight
proportional to its compatibility with the fitted vertex. Tracks found at distance greater than 7f are
utilized to construct new vertex seeds. This procedure is followed until no more vertices are found.

Clustering

Clustering algorithms are developed to collect the energy deposited into calorimeter cells by particles
traversing the calorimeter medium. These algorithms record the signal from the cells and sum the
total deposited energy within each cluster. In principle, there are two active clustering algorithms:
sliding-window algorithm and topological algorithm.

The sliding-window algorithm groups the calorimeter cells that fall inside a fixed-size rectangular
window. In this way, it fixes the size of the cluster. This algorithm can efficiently gather energy
deposits by electrons and photons. The topological algorithm begins recording signal from one seed
cell and moves towards neighbouring cells. The cells which contain energy greater than a threshold
are recorded. This method is useful to identify jets and missing transverse energy.

3.3.1 Electrons

The reconstruction of electrons is done within the region |[ | < 2.47 [31] using cluster information
from ECAL and tracks from the Inner Detector. The sliding-window clustering algorithm records the
energy deposits and they are matched with the track candidates from the Inner Detector. Once the
energy is recorded, it is then calibrated to correspond to the original energy of the electron. There
might be electrons originating from photon conversions. In order to ensure these electrons are not
mistaken as electrons from collisions, an additional criteria is imposed according to which electrons
are not accounted for if they are associated with a photon vertex. The final step is the identification of
electrons out of the possible candidates which is done by a likelihood method. The reconstruction
efficiency is greater than 99 % for �) > 15 GeV. One can differentiate photons from electrons by the
absence of a matching track in the ID

3.3.2 Muons

Muons are expected to leave signatures in the Inner Detector and the Muon Spectrometer. Reconstruc-
tion of muon tracks in MS is performed by using a fitting procedure. Hits in the muon chambers are
connected to form segments, these segments from different layers are then fitted using a global j2

fit [32]. Based on the fit results, a muon candidate is selected. Muon tracks are reconstructed in the
ID using similar procedure as electrons. Finally, the combined ID-MS reconstruction is performed
to obtain the final tracks of muons. Depending on the sub-detector used for reconstruction, the
muons are categorized into four different types: Combined muons are reconstructed using information
from the ID and the MS, for segment-tagged muons tracks from the ID are extrapolated in the MS,
calorimeter-tagged muons are obtained by extrapolating the ID tracks into calorimeter while the
stand-alone muons are reconstructed inside the MS only.
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3.3.3 Jets

Quarks and gluons produced in the p-p collisions can not exist in a free state and hence they form
hadrons. The stream of collimated particles deposit energy in the calorimeters, mostly in the HCAL.
These energy deposits are reconstructed as jets. For the reconstruction of jets, the clusters collected
from the topological clustering algorithm are fed as input to the jet reconstruction algorithm. The
anti-:C algorithm is used in ATLAS analyses which reconstructs jets using radius parameter ('). The
radius parameter indicates the geometrical scale of a jet. A specific value of ' is selected and clusters
confined into that angular distance are termed as jets. The jets associated with gluons and quarks are
called small-' jets because they are reconstructed with ' = 0.4 while the large-' jets, ' = 1.0, are
associated with the hadronic decay of massive particles.

The distance, 38 9 , between two physical objects 8 and 9 is defined as follows: [33]

38 9 = min
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)
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2

where Δ'2
H = (H8 − H 9)

2 + (q8 − q 9)
2. This analysis takes into account only small-' jets. The anti-:C

algorithm looks for the smallest distances between two objects and merges them into one object. This
procedure continues until no objects are left or distance between two objects become greater than their
distances from the beam. All the merged objects are then grouped as a jet. Large-' jets are usually
corrected by removing undesired pile-up effects with grooming algorithms. It follows a well-defined
strategy to rebuild a new jet from selected relevant components of the old jet. A discriminant known
as jet-vertex-tagger(JVT) is developed to identify jets originating from the interaction of interest. By
placing appropriate cuts on the discriminant, pile-up effects can be reduced.

b-jets

Jets emerging from 1-quarks have characteristic features that can be exploited to identify the jet. The
1-jets used in this analysis are tagged using the long lifetime, large mass and decay multiplicity of
1-hadrons that make up the 1-jet. This procedure is called 1-tagging. A 1-hadron can travel significant
distances from the primary vertex from where it originated, before decaying leptonically or into light
flavour quarks. The secondary vertex finding algorithm searches for a secondary vertex and measures
its properties for instance, number of originated tracks. Detailed information on 1-tagging algorithms
can be found in [34]. The top-quark almost always decays into a 1-quark and a,-boson and therefore
it is important to efficiently tag 1-jets to accurately detect top quarks. The efficiency of 1-tagging
algorithms is given by working points.

3.3.4 Missing transverse momentum

Missing transverse momentum is computed to identify undetectable particles like neutrinos. These
particles penetrate the detector without leaving any signatures. The reason to compute this quantity is
given in Section 2.3.2. Missing transverse momentum is the negative vector sum of all transverse
momenta of detectable particles.
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CHAPTER 4

Event selection and signal extraction

This chapter contains an overview of the C/@ process in the trilepton final state. Other processes of
importance are discussed in Section 4.2. Data and MC samples used in this analysis are presented
in Section 4.3. Different sources of systematic uncertainties are also discussed. Event selection and
methods required for extracting signal events are explained in the final part of the chapter.

4.1 The t`q trilepton final state

Presented in this thesis is a measurement of the differential cross-section of a single top-quark
production in association with a /-boson produced in the trilepton final state. Both these particles are
short-lived and decay after a short duration. Here, the top-quark and the /-boson are reconstructed
from their decay products. As already discussed in Section 2.4.2, the C-quark always decays into a
,-boson and a 1-quark. The,-boson can decay either into a charged lepton and a corresponding
neutrino or into hadrons. On the other hand, the /-boson can decay into neutrinos, a quark-antiquark
pair or a pair of opposite sign (charge) same flavour (OSSF) leptons. For the final state involving
leptons, all flavours (electrons, muons and taus) are equally probable. Possible decay modes of the
top-quark and the /-boson with the corresponding branching ratios are shown in Figure 4.1.
In order for tZq production to have a trilepton signal, the Z-boson must decay into OSSF leptons

and the W-boson from the top-quark decay must decay into a lepton and its corresponding neutrino.
Taus are only considered if they decay into electrons or muons. Possible combinations of the final state
leptons are 444, ```, 4`` and `44. The branching ratio of the trilepton final state is 2%. A strict
requirement of having three leptons in the final state gives a clean signal of the process. The trilepton
channel has yielded the best signal to background ratio compared to other channels. A Feynman
diagram in Figure 4.2 shows one of various C/@ processes and its trilepton final state. It consists of
three charged leptons (electrons or muons), two jets (one of which is a 1-jet from the C-quark) and a
neutrino. The jet associated with the depicted 1̄-quark in Figure 4.2 is undetected because it travels
along beam direction. For reconstruction of the /-boson, it is required for two out of the three leptons
to have invariant mass close to the /-boson mass. Jets can be reconstructed using anti-:C algorithm
and 1-jet can be identified using 1-tagging. Computation of missing transverse momentum leads to
the reconstruction of the neutrino.
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Chapter 4 Event selection and signal extraction

Figure 4.1: The decay modes of the top-quark in association with a /-boson along with their respective
branching ratios are shown. The blue box indicates the branching ratio of the top-quark and the /-boson
decaying leptonically [35].
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Figure 4.2: Feynman diagram at LO showing the C/@ process in the trilepton final state.

4.2 Backgrounds

There are some processes that show similar characteristics to that of our signal. These processes are
called backgrounds. As described in the previous section, the signal is defined to have three real (or
prompt) leptons originating from taus or massive bosons(, ,/). Some background processes involve
three real leptons in their final states while other background processes decay into a dileptonic final
state but they get an additional fake or non-prompt lepton contribution. A fake lepton can come from
a jet misidentified as electron while non-prompt lepton has various sources: kaon or pion decay,
photon conversion, decay of bottom or charm quarks. The background contribution is estimated from
simulated MC samples.

Background processes involving fake or non-prompt leptons

Pair production of top-quarks, known as CC̄ production, contributes largely to background events. A
Feynman diagram of CC̄ production is shown in Figure 4.3(a). If one of the 1-quarks decay leptonically
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4.2 Backgrounds

then a non-prompt lepton produced. Thus, qualifying the event for our imposed selection. Moreover,
the production of the /-boson along with jets as shown in Figure 4.3(b), also involves a fake or a
non-prompt lepton. If the jets are light, they can be misidentified as lepton and in case of heavy flavour
jets, leptonic decays can lead to a non-prompt lepton. With an additional untagged jet contribution,
these processes satisfy the signal requirements.
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(b) /-boson produced with jets

Figure 4.3: LO Feynman diagrams of background processes involving non-prompt leptons

Background processes involving prompt leptons

These background processes involve three real leptons in the final state.

Diboson

Production of two massive bosons (,, ,,/ or //) is considered as a main background of the
C/@ production. The,/ process is a major contribution when both bosons decay into leptons and
additional jets are produced. In contrast, the // process does not contribute as much. For the //
process, one of the leptons from either / fails the required condition to get selected as a real lepton or
is not reconstructed. Consequently, its final state involves only three leptons and with additional jets it
would pass our tZq selection. Feynman diagrams for diboson processes are shown in Figure 4.4 and
Figure 4.5.

t t̄\ and t t̄N

Top-quark pair production in association with a massive boson CC̄+ , + = / , , or �, are important
background processes in the C/@ production. Contribution from the CC̄� is small because cross-section
of the Higgs decaying into leptons is small. On the other hand, the CC̄/ process has a significant
contribution to backgrounds because it already has a /-boson and a top-quark which are a part of the
signal. If one of the 1-jets is not tagged, then the resulting final state is similar to the signal process. A
Feynman diagram displaying CC̄/ is shown in Figure 4.6.
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4.3 Datasets

t]`

Production of the single top-quark accompanied by two massive bosons is a rare process at the LHC.
It yields three real leptons in the final state, provided two out of the three mentioned particles decay
into leptons. Together with the leptonic decay of / , third lepton can be considered from either the
,-boson or the top-quark in the C,/ production. A C,/ production diagram is shown in Figure 4.7.
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Figure 4.7: Feynman
diagram of C,/ pro-
cess at LO.

4.3 Datasets

Data recorded by the ATLAS detector is used for performing SM measurements and searching for
new physics beyond the SM. This is generally done by comparing the recorded data with simulated
Monte Carlo (MC) samples. MC is a software based calculation which is used to simulate events.
Detailed description of MC simulations is given in Section 4.3.2. The ATLAS Top Working Group
has developed a framework named AnalysisTop [36] which produces single top ntuples which are
basically ROOT files containing the kinematic information of particles recorded by the detector (for
data) or simulated kinematic values (for MC). In this thesis, Version 28 of the ntuples, produced using
AnalysisTop-21.2.58, were used. These include data and MC for the aforementioned processes.
For a differential cross-section measurement, a MC signal sample is required which contains truth-level
and reconstruction-level information which is defined in Section 4.3.2.

4.3.1 Data Samples

This analysis investigates data from proton-proton collisions at
√
B = 13 TeV, recorded by the ATLAS

detector in the time period 2015 to 2018. Data obtained from the ATLAS detector are divided into
runs. A run is referred to as the time period in which the detector records data without any interruption.
The list of data usable for physics analyses is known as the Good Runs List. This list contains data
recorded when the LHC beams were stable and all detector components were fully functional. Out of
the total data recorded by the ATLAS detector during Run-2, 95.6 % is declared suitable for physics
analyses [37]. Figure 4.8 presents values of the total integrated luminosity delivered by the LHC and
values recorded by the ATLAS detector during Run-2.

4.3.2 Monte Carlo simulations

A typical collision event is constructed in a similar fashion as it might occur inside the collider.
MC generators use known physics properties and distributions to simulate final state particles. The
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Figure 4.8: Plot showing the integrated luminosity delivered by the LHC and recorded by the ATLAS detector
during 2015-2018. From the maximum recorded value, an integrated luminosity of 139 fb−1 is certified for
physics analyses [38].

generated kinematic distributions are called truth-level information. In order to obtain reconstruction-
level information, these generated events are exposed to detector effects. This procedure is called
detector simulation and it is performed with a software called GEANT4.
Three campaigns called MC16a, MC16d and MC16e were dedicated to generate MC samples

based on Run-2 detector conditions such as pile-up. MC16a was associated with pile-up conditions of
2015-2016; MC16d and MC16e for pile-up conditions of 2017 and 2018, respectively. All of them are
used for Run-2 data analyses. For this analysis certain predefined conditions were considered. The
mass of the top-quark was fixed to <C = 172.5GeV in all generated MC. Furthermore, tau leptons
were only accounted for if they decay into leptons. Further details about the MC samples used in this
thesis is given in Appendix A.

Simulations of signal and background processes

Simulation of the C/@ signal sample at NLO was done by the MadGraph5_aMC@NLO v2.3.3 [39]
generator using the NNPDF3.0NLO PDF [40]. The simulated C/@ signal and background events
followed the four-flavour scheme (4FS), in which masses of all quarks except the 1-quark and the
C-quark are set to zero. In order to obtain a 5FS prediction of the cross section, the events are scaled.

The CC̄ and the CC̄� backgrounds were simulated using the PowhegBox [41] v2 MC generator while
the CC̄+ and the C,/ processes were simulated with the MadGraph5_aMC@NLO v2.3.3 generator. The
Sherpa v2.2 generator [42] was used for diboson and / + jets background simulations. An overview
of generators used to simulate backgrounds is given in Table 4.1. Detailed information about MC
event generators used in ATLAS analyses can be found in [43].

Weighting of MC events

In order to compare real collision data with simulated MC samples, it is important for the MC generator
to duplicate detector conditions that prevailed during data taking. To ensure MC events are assigned
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4.4 Event selection

Process MC generator Parton Showering

CC̄ PowhegBox v2 Pythia 8.230
Single-top PowhegBox v2 Pythia 8.230

CC̄� PowhegBox v2 Pythia 8.230
CC̄+ MadGraph5_aMC@NLO v2.3.3 Pythia 8.210
C,/ MadGraph5_aMC@NLO v2.3.3 Pythia 8.212

Diboson Sherpa v2.2 Sherpa
Z + jets Sherpa v2.2 Sherpa

Table 4.1: Overview of generators used for simulations of backgrounds

certain weights. The weight assigned to a MC event can be written as: [44]

Fevent = FMC · Fpileup · Flepton · FJVT · Ftrigger · Fb-tagging. (4.1)

Each weight is described as follows: [35]

• FMC is the MC event weight. It is applied to obtain a correct estimate of number of events in a
MC sample.

• Fpile-up is the pile-up weight which is applied to ensure that the pile-up presumptions taken for
MC matches the pile-up conditions of data.

• Flepton is related to efficiency of lepton isolation and reconstruction.

• FJVT is known as the jet-vertex-tagger (described in Section 3.3.3) weight. It takes into account
the differences in efficiencies of applying cuts on the JVT discriminant for data and MC.

• Ftrigger is the weight associated with trigger selection efficiency of data and MC.

• F1-tagging is implemented to obtain efficient 1-tagging since we require 1-tagged jets for the
signal.

In addition to these weights, MC events are further scaled by the luminosity weight Flumi. This
weight is required so that MC sample and data have equal integrated luminosity. The luminosity
weight:

Flumi = fprocess
L
#0

where fprocess is cross-section of the specific process, L is integrated luminosity overall and #0
corresponds to the number of events in the original MC sample. The total weight, Ftotal = Fevent ·
Flumi, is assigned to each MC event.

4.4 Event selection

Out of the innumerable decay products from the ?? collisions reconstructed by the ATLAS detector, a
finite number of events based on specific criteria are selected for any particular analysis. This step is
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Chapter 4 Event selection and signal extraction

called preselection. For this analysis, a set of selection criteria in the form of cuts are applied to events
in the MC and the data samples. Preselection procedure discards events which have different final
states than tZq production in the trilepton decay mode.
In order to get selected for the C/@ analysis, events are required to have exactly three leptons

(electrons or muons) with |[ | < 2.5. The transverse momentum of the highest lepton has to be pT(;1) >
28 GeV while the other two leptons should have pT(;2) > 20 GeV and pT(;3) > 20 GeV. In addition to
the lepton momenta requirements, the transverse momenta of jets should be greater than 35 GeV. The
1-jets at |[ | < 2.5 should be tagged at 70 % working point. Jets which are not b-tagged are called
untagged jets. If a jet has a high eta value, it is then called a forward jet. These criteria are summarized
in Table 4.2.

Selection requirements

Exactly 3 leptons with [(;) < 2.5
?) (;1) > 28 GeV, ?) (;2) > 20 GeV, ?) (;3) > 20 GeV
?) (jet) > 35 GeV

Table 4.2: Summary of selection criteria (cuts) applied to events

4.4.1 Determination of the signal regions

Candidate events that have three leptons, one 1-tagged jet, one untagged jet and missing transverse
momentum form the signal region. Two of the three leptons must have opposite charge and same
flavour (OSSF) used to reconstruct the /-boson. Difference between the invariant mass of these leptons
and the mass of the /-boson should be less than 10 GeV. In cases where more than one lepton pairs
are OSSF, then the pair which has an invariant mass closest to the mass of /-boson is selected. The
top-quark is reconstructed from the remaining lepton, 1-tagged jet and missing transverse momentum.
The untagged jet originating from the spectator quark is a forward jet. Candidate events that satisfy
these requirements build up the SR-2 911 signal region. There is a possibility of another untagged jet
originating due to QCD radiation. This defines another signal region, SR-3 911. The selection cuts for
these signal regions are summarized in Table 4.3.

SR-2 911

≥ 1 OSSF lepton pair
|<;; − </ | < 10 GeV
2 jets, |[ | < 4.5
1 1-jet, |[ | < 2.5

SR-3 911

≥ 1 OSSF lepton pair
|<;; − </ | < 10 GeV
3 jets, |[ | < 4.5
1 1-jet, |[ | < 2.5

Table 4.3: Summary of the selection criteria applied on events that define signal regions

4.4.2 Determination of the control regions

Control regions are defined to estimate the contribution from background processes. There are six
control regions associated with the main sources of backgrounds described in Section 4.2. The
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diboson CRs, namely the 2 901 and 3 901 have same selection cuts as the signal region except there is
no 1-tagged jet. The CC̄ (2 9110=33 911) CR contains events with at least one opposite sign different
flavour lepton pair (OSDF) and zero OSSF pair. It is defined to have 2 or 3 jets out of which one is
1-tagged. Since there are two 1-jets in the CC̄ production, its contribution is determined by a method
called 1-jet replacement method [45]. In addition, the jet multiplicity of the CC̄ CRs is same as that
of the SRs. To control the CC̄/ background, the 3 921 and the 4 921 control regions are defined with
same criteria as the signal except higher jet multiplicity. These regions contain events with similar
requirements as the signal region but with an additional 1-tagged jet. Table 4.4 gives an overview of
different control regions along with event selection criteria for each of them.

CR diboson 2 901

≥ 1 OSSF lepton pair
|<;; − </ | < 10 GeV
2 jets, |[ | < 4.5
0 1-jets

CR CC̄ 2 911

≥ 1 OSDF lepton pair
0 OSSF lepton pair
2 jets, |[ | < 4.5
1 1-jet, |[ | < 2.5

CR CC̄/ 3 921

≥ 1 OSSF lepton pair
|<;; − </ | < 10 GeV
3 jets, |[ | < 4.5
2 1-jets, |[ | < 2.5

CR diboson 3 901

≥ 1 OSSF lepton pair
|<;; − </ | < 10 GeV
3 jets, |[ | < 4.5
0 1-jets

CR CC̄ 3 911

≥ 1 OSDF lepton pair
0 OSSF lepton pair
3 jets, |[ | < 4.5
1 1-jet, |[ | < 2.5

CR CC̄/ 4 921

≥ 1 OSSF lepton pair
|<;; − </ | < 10 GeV
4 jets, |[ | < 4.5
2 1-jets, |[ | < 2.5

Table 4.4: Summary of selection criteria applied on events in the control regions

4.5 Uncertainties in measurements

Measurements, however accurate, carry with them a certain degree of uncertainty which can be
interpreted as accuracy of the measurement. Uncertainties are classified into statistical and systematic
uncertainties. Statistical uncertainties are a result of the stochastic fluctuations caused by a finite
number of observations. A measurement based on small set of observations tend to have higher
statistical uncertainties. On the other hand, systematic uncertainties are due to errors related to
assumptions or approximations considered in the measurement; theoretical models used for inferences,
or simulations and detector effects. If a measurement results into a continuous distribution, the
uncertainties can be separated into two parts: rate uncertainty, associated with number of observations
and the shape uncertainty that affects the shape of a distribution.

4.5.1 Sources of systematic uncertainties

Object reconstruction and calibration uncertainties

Uncertainties are aroused while reconstruction of physics objects and detector calibration. These
uncertainties are associated with accurate measurements of the properties of particles. Properties such
as energy and momenta of particles are measured by analysing events with clean signatures and then
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Chapter 4 Event selection and signal extraction

comparing the results between data and MC simulations. The sources of systematics are choice of MC
generator, selection criteria or data and MC disagreement. Different reconstruction and calibration
uncertainties considered in the C/@ analysis can be found in [1].

Background rate uncertainty

In order to measure the signal to background ratio in data, it is important to correctly estimate the
background contribution using MC simulations. The MC modelling of different backgrounds give
rise to systematic uncertainties. As these systematics modify the estimated number of background
events, they are called background rate uncertainties.
Normalisation of diboson background process is performed by estimating its contribution in the

SR using Sherpa and Powheg+Pythia generators. The difference in the estimated yields is taken as
the background rate uncertainty for diboson production. Uncertainty in estimation of /+jets and CC̄
production is derived from a data-driven method as explained in [35]. MC samples of CC̄+ , CC̄� and
C,/ backgrounds are normalised to their predicted cross-sections. An uncertainty is assigned due to
the choice of PDF used to measure the cross-sections. Uncertainties in normalisation estimation of
diboson, production of a /-boson with jets, CC̄� and CC̄+ , and C,/ backgrounds are considered in this
analysis.

Luminosity

There exists an uncertainty in the integrated luminosity measurement of the ATLAS detector.
According to the ATLAS collaboration, there is an uncertainty of 1.7% [46] in the combined
luminosity measurement from 2015 to 2018. A variation of 1.7% is applied to signal and all
backgrounds.

4.6 Signal Extraction

4.6.1 Artificial Neural network

A neural network is a computation tool developed to function in a similar way as the human mind. It is
widely used in high energy physics for data analysis. The structure of a neural network (NN) is made
up of neurons or nodes. Their function is to examine unknown systems and identifying interesting
features, just like the job of neurons in human mind. Generally, these nodes are arranged in three
different layers: the input layer, the hidden layer and the output layer. A list of variables is given as
input to the nodes of the input layer. Processing takes place through the subsequent layers and at the
end, the output layer returns the conclusions derived by the network. Connections between nodes of
different layers are referred to as the synapses. Each connection between nodes of two consecutive
layers, has a weight associated to it. Figure 4.9 shows a diagram of a neural network.
The input received by each node is the sum of weighted output of all nodes of the previous layer.

As given in Equation 4.2, H 9 is the input to node 9 , F8 9 is the weight from the 8-th node and G8 is that
node’s output. The term F0 9 is called bias.

H 9 = Σ
=
8=1F8 9G8 + F0 9 (4.2)
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Figure 4.9: Diagram of a neural network including the input, hidden and output layers [47].

The output of a node is defined by an activation function. Common choice of an activation function
is the sigmoid function. It provides output between 0 and 1. A feature that makes a NN special is its
capability to learn from examples with known inputs and outputs. This is referred to as training a
neural network. The purpose of training is to find appropriate weights. In supervised training, inputs
and outputs are provided to a NN. It processes input and then compares the resultant output with the
desired output. Comparison is done by calculating a loss function. It is a way to determine how well
is the network trained. For better performance of a network the loss function should be minimised. In
order to do that, errors of the resultant output are propagated back in a model and the initial weights
are readjusted so that output is closer to the desired output. This is how a network learns. A dataset
flows inside a network several times and each time weights are refined until a minimum value of the
loss function is obtained.

NNs for the t`q analysis

The NeuroBayes [48] package is used for the C/@ multivariate analysis. A set of variables, shown in
Table 4.5 and Table 4.6, is provided to the network so that it learns to differentiate between C/@ and
other processes. The preprocessing of input data transforms the input variables values into a Gaussian
distribution with standard deviation of 1 and mean of 0. The output layer has a single node which
provides a value between -1 and 1. Events with response -1 are interpreted as background and events
with response of 1 are considered signal. In this way, a NN is used to separate signal and background.

For each SR defined, a NN was trained using MC samples with the same set of 15 variables. Each
neural network takes as input 15 kinematic variables. Details of neural network training in the C/@
analysis can be found in [1].
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Variable Rank Definition

<1 9 5
1 (Largest) invariant mass of the 1-jet and the untagged jet(s)

<top 2 Reconstructed top-quark mass
|[( 9 5 ) | 3 Absolute value of the [ of the 9 5 jet
<) (;, �

miss
) ) 4 Transverse mass of the,-boson

1-tagging score 5 1-tagging score of the 1-jet
�) 6 Scaler sum of the ?) of the leptons and jets
@(;, ) 7 Electric charge of the lepton from the,-boson decay
|[(;, ) | 8 Absolute value of the [ of the lepton from the,-boson decay
?) (,) 9 ?) of the reconstructed,-boson
?) (;, ) 10 ?) of the lepton from the,-boson decay
<(;;) 11 Mass of the reconstructed / boson
|[(/) | 12 Absolute value of the [ of the / boson
Δ'( 9 5 , /) 13 Δ' between the 9 5 jet and the reconstructed / boson
�
miss
) 14 Missing tranverse energy
?) ( 9 5 ) 15 ?) of the 9 5 jet
[( 9A ) - Absolute value of the [ of the 9A jet
?) (/) - ?) of the reconstructed / boson
?) ( 9A ) - ?) of the 9A jet

Table 4.5: List of all variables used for training the C/@ signal against the backgrounds in SR 2j1b. Ranks of the
variables are also given [1].

4.6.2 Likelihood fit

In statistics, when a distribution of a variable - is known, the probability of a certain observed value
of X can be measured using its probability density function. However, in cases where observations of
- are known but its distribution is unknown, a likelihood function is used to estimate the underlying
distribution. A likelihood function is defined as a function of parameters associated with a distribution
of data points. In high energy physics, most analyses are based on counting experiments in which
events are distributed in bins forming a histogram. A binned likelihood function for a variable - can
be written as:

! (:, \) =
∏
8=bins

%(=8 |(8 (:8 , \) + �8 (:8 , \))
∏
9=syst
G(\ 9)

=
∏
8=bins

4
−E8
E
=8
8

=8!

∏
9=syst
G(\ 9)

(4.3)

In Equation 4.3, : is a set of unconstrained parameters such as the parameter of interest (POI).
Depending on the analysis, POI can be signal strength or cross-section. \ is a set of nuisance
parameters associated with systematic uncertainties. Corresponding to each source of systematic
uncertainty, there is a unique nuisance parameter in the likelihood model. A likelihood model is
constructed from data and simulated events which are considered to follow Poisson distribution. For
each bin, = is number of observed events while ( and � are signal and background expectations
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4.6 Signal Extraction

Variable Rank Definition

<1 9 5
1 (Largest) invariant mass of the 1-jet and the untagged jet(s)

<top 2 Reconstructed top-quark mass
|[( 9 5 ) | 3 Absolute value of the [ of the 9 5 jet
<) (;, �

miss
) ) 4 Transverse mass of the,-boson

1-tagging score 11 1-tagging score of the 1-jet
�) - Scaler sum of the ?) of the leptons and jets
@(;, ) 8 Electric charge of the lepton from the,-boson decay
|[(;, ) | 12 Absolute value of the [ of the lepton from the,-boson decay
?) (,) 15 ?) of the reconstructed,-boson
?) (;, ) 14 ?) of the lepton from the,-boson decay
<(;;) - Mass of the reconstructed / boson
|[(/) | 13 Absolute value of the [ of the / boson
Δ'( 9 5 , /) 7 Δ' between the 9 5 jet and the reconstructed / boson
�
miss
) - Missing tranverse energy
?) ( 9 5 ) 10 ?) of the 9 5 jet
[( 9A ) 5 Absolute value of the [ of the 9A jet
?) (/) 6 ?) of the reconstructed / boson
?) ( 9A ) 9 ?) of the 9A jet

Table 4.6: List of all variables used for training the C/@ signal against the backgrounds in SR 3j1b. Ranks of the
variables are also given [1].

respectively. Signal and background predictions can be summed and written as E8. Assuming that
systematic uncertainties are uncorrelated, their effect on the signal and background events can be
parametrised by a product of Gaussian functions G for all systematic uncertainties 9 .
A likelihood function estimates parameter values by performing a maximum likelihood (ML) fit

of a model to data. A set of parameters which offer a maximum value of a likelihood function are
called best fit values. They are considered to best describe data. Generally, instead of maximising
the likelihood function, its negative logarithm -2ln(L), is minimized. For this purpose a tool called
Minuit [49] is used.

For the C/@ analysis, a ML fit is performed by TRExFitter [50, 51]. It is a framework that builds
likelihood models by taking histograms as inputs and performing ML fits. In order to do a likelihood
fit, TRExFitter uses a tool called HistFactory [52]. Histograms associated with the SRs and CRs
described in Section 4.4 are provided as input. Parameter of interest in this model is the signal strength
`B86 = fC/@/f

Cℎ4>
C/@ .
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CHAPTER 5

Unfolding methods to measure differential
cross-sections

This chapter presents different techniques used in this thesis for differential cross-section measurements.
Section 5.1 presents a brief motivation behind the measurements. Section 5.2 describes the unfolding
methods implemented in this work. The methods of estimating uncertainties are explained in
Section 5.3. A distinction between parton level and particle level unfolding is given in the final section.

5.1 Motivation

Cross-section measurements provide an overview of a process. In order to study a process in
detail, differential cross-section measurements are performed. One can measure the cross section
of a process with an inclusive measurement of some production and decay channel. In contrast, a
differential measurement allows one to see how the cross section behaves as a function of kinematic
and reconstructed variables. This information is beneficial as BSM particles may modify these
distributions. Differential cross-sections are sensitive to MC generators, hence they can be used to
tune MC parameters and obtain more accurate simulations.

One of the ways to perform a measurement accurately is by using unfolding methods. It is required
if outcomes need to be compared with the results from other detectors or theoretical models.

5.2 Unfolding

5.2.1 General concept

In any experiment, the accuracy of measurement highly depends on performance of the apparatus
being used. In particle physics, an ideal detector provides the original and complete information of
collisions but in reality, the data received from a detector is distorted due to various effects such as
limited acceptance and finite resolution. Unfolding is a technique to estimate the original data devoid
of these detector effects.
Ideally, observed data should be comparable to generated events before the detector is simulated.

Using unfolding tactics, one can revert detector effects and estimate the truth-level data from the
observed data. This is also called unsmearing or deconvolution. Figure 5.1 shows an example of
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Chapter 5 Unfolding methods to measure differential cross-sections

original and distorted spectra. Unfolding methods are applied on the distorted spectrum to restore
the original fine structure. In contrast, the process of obtaining a smeared distribution from a true
distribution is called folding.

Figure 5.1: An example of an original spectrum (left) and smeared spectrum (right) [53].

Let G be a continuous variable with probability density function 5meas(G) and H is associated with
the true values of G. The measured and true density functions are related by response matrix R by [54]

5meas(G) =
∫
R(G |H) 5true(H). (5.1)

If G is discrete, then Equation 5.1 can be written similarly as

G8 =

bins∑
j = 1
R8 9 H 9 . (5.2)

Here, G8 corresponds to an observed value of G in bin 8 where the true value H is in bin 9 . Both are
related by a response matrix R8 9 which can be defined as a conditional probability:

R8 9 = P(observed in bin 8 |true value in bin 9)

A response matrix quantifies the detector effects and smears the original information. Depending on
number of bins in true and observed distributions, it can be square or non-square. In particle physics,
unfolding techniques are applied to distributions of kinematic variables associated with final state
particles. For this purpose, a response matrix is calculated from MC simulations. Moreover, G8 is
represented by =8 which is the number of signal events in bin 8. While dealing with detector data, one
also needs to account for background events 1. Therefore Equation 5.2 becomes,

®G = ®= = R®H + ®1 (5.3)

Mathematically, the idea of unfolding is to solve Equation 5.3 for given R, G and 1. The resultant
values of H can be interpreted as determined true number of events at the truth-level.
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5.2 Unfolding

5.2.2 Matrix inversion

Looking at Equation 5.3, one would notice a simple way to find the estimators by inverting the response
matrix,

®H = R−1(®G − ®1) (5.4)

For 8-th and 9-th bin in measured and true distributions respectively,

H8 =

bins∑
9=1
R−1
8 9 (= 9 − 1 9) (5.5)

Equation 5.5 can be written in terms of sub-components of R; namely efficiency (n), acceptance (0)
and the migration matrix ("):

H8 =
1
n8

bins∑
9=1

"
−1
8 9 0 9 (= 9 − 1 9) (5.6)

The reconstruction-level and truth-level distributions are used to compute the sub components of a
response matrix. These are defined as follows: [55]

• Efficiency describes the number of events found at the truth level but do not exist at the
reconstruction level.

• Acceptance provides the number of events existing at the reconstruction-level but not found at
the truth-level.

• Migration matrix describes bin-to-bin migrations occurring in both observed and true distribu-
tions [56]. An off-diagonal component of the migration matrix, "8 9 , gives the probability that
an event with true value in bin 9 is reconstructed in bin 8. The inverse of the migration matrix
("−1) is called the unfolding matrix.

Although matrix inversion method is easy to implement, it is a strategy that one should avoid
because of its limitations: in some situations, the response matrix is non-invertible then Equation 5.4
becomes ill-posed. Assume inversion is possible, statistical fluctuations in the observed data may
cause negative entries in the unfolding matrix. This leads to negative number of events in the unfolded
distribution which is unrealistic. When a response matrix acts on a true spectrum, it distorts any fine
structure present at the truth-level. Despite of that, some residue of this fine structure still remains
in the reconstructed spectrum [54]. The inverted matrix, acting on the measured data, assumes its
statistical fluctuations are the residual fine structure and restores it. In this way, statistical fluctuations
are amplified in the unfolded distribution [57] which is undesirable. Figure 5.2 shows the effect of
matrix inversion.

In order to overcome the limitations of matrix inversion, various unfolding methods are developed.
In the following sections, profile likelihood unfolding with regularisation and iterative Bayesian
unfolding are described in detail as they are techniques used to measure the differential cross-sections.
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Figure 5.2: The top-left figure is an example of a truth-level distribution. The top-right figure shows how a
reconstructed distribution is expected to look like and the bottom-left figure is the measured distribution. The
bottom-right figure is the unfolded distribution obtained by matrix inversion [54].
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5.2 Unfolding

5.2.3 Profile Likelihood Unfolding

General idea

In this method, unfolding is done by performing a maximum likelihood fit. Profile likelihood unfolding
(PLU) [58, 59] executes a similar fitting procedure as explained in Section 4.6.2 except additional
parameters are employed. Apart from the parameter of interest and nuisance parameters, new
unconstrained parameters, called the normalisation factors (NFs), are introduced in the model. They
are associated with the shape of the unfolded distribution. Profiling typically means to incorporate
systematic uncertainties into a fit model.
In PLU, the problem of unfolding is transformed into multi-dimensional likelihood maximisation

by assigning one POI and one NF to each bin of the truth distribution. In this analysis, a normalisation
factor is interpreted as the number of unfolded events in each bin and the parameter of interest (`) is
defined as the ratio of unfolded data events over the SM prediction.

Implementation

PLU is implemented within the TRExFitter framework. The procedure begins by folding each bin
of the truth distribution (referred to as truth bins) using a response matrix. This will result into
sub-samples of folded truth distribution. If there are # truth bins, # separate sub-samples are created.
Afterwards, a profile likelihood fit of the reconstructed distribution is performed on the sum of these
sub-samples. This step results into # normalisation factors corresponding to each folded truth bin.
Now, the nominal truth distribution is scaled by the obtained NFs. This result of this scaling is the
required unfolded distribution. For a kinematic variable - in bin 8, a differential cross-section can
be calculated by dividing the unfolded yields by bin width Δ- and luminosity L as presented in
Equation 5.7.

dfPLU
d- 8

=
1

L · Δ- 8
#
8
unf (5.7)

where unfolded bin contents #unf are calculated from observed events #obs and background events
#
9

bkg by,

#
8
unf =

bins∑
9=1
R−1
8 9 (#

9

obs − #
9

bkg) =
1
n8

bins∑
9=1

"
−1
8 9 0 9 (#

9

obs − #
9

bkg). (5.8)

Acceptances are calculated as a ratio of number of events at reconstructed and truth-level to the
number of events at reconstructed level only [56],

0 9 =
#
9

truth ∧ reco

#
9
reco

. (5.9)

In cases where # 9

truth ∧ reco > #
9
reco, which might happen due to negative total event weight, the

acceptance was set to the default 1. The efficiency is the ratio of events at reconstructed and truth-level
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to the events at truth-level only,

n 9 =
#
8
truth ∧ reco

#
8
truth

. (5.10)

The parameter of interest that is the signal strength associated with bin 8 is,

`8 =
(df/d- 8)PLU
(df/d- 8)truth

(5.11)

where (df/d- 8)truth is the cross-section calculated from truth-level distribution.

Regularisation in PLU

During the unfolding process, statistical fluctuations may be amplified leading to large uncertainties in
the final distribution. Regularisation is a mathematical technique to impose a level of smoothness
on the unfolded distribution. It can be achieved by adding a constraint term (or penalty term) to the
original likelihood function defined in Equation 4.3. The modified likelihood function ! (`

′
, \
′
) can

be written as [60],

! (`
′
, \
′
) =

∏
8=bins

%(=8 |(8 (`
′

8 , \
′

8) + �8 (`
′

8 , \
′

8)) ×
∏
9=syst

� (\
′

9) + 4
− 1

2 g
2 ∑ (`′8−`8)2 (5.12)

where, `8 is the nominal value of the parameter interest and `
′

8 is the value obtained after the constraint
term is added. g is defined as the regularisation parameter and its value decides the strength of
regularisation.
This term adds additional constraint for the selection of events from the relevant distributions, to

determine the likelihood. Due to this, any nonphysical features which may cause statistical fluctuations,
are not allowed to enter the likelihood model. As a result, the uncertainties on the regularised solution
are reduced. However, by adding a penalty, the expected unfolded output deviates from the non
regularised expected output [57]. Thus, regularisation leads to a finite level of bias on the output.

Regularisation is a compromise between bias and error in measurement. Therefore, it is important
to decide the extent of regularisation. There are various regularisation schemes used in particle physics.
The Tikhonov [61] scheme is used in this analysis. Conventionally, there is no regularisation when g is
set to zero. One can select different tau values for each bin.

5.2.4 Bin-by-bin unfolding

In this method, correction factors are calculated from MC samples. A correction factor  8 for bin 8 is
expressed as: [54]

 8 =
#
8
truth

#
8
reco

(5.13)

where # 8truth and #
8
reco are the number of true and reconstructed events in bin 8 respectively. Unfolded

yields can be obtained by multiplying correction factors to the difference of observed (# 8obs) and
estimated background (# 8bkg) events,
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#
8
unf =  8 · (#

8
obs − #

8
bkg) (5.14)

The expression for the differential cross-section with respect to variable X can be written similar to
Equation 5.7 as,

dfBBB
d- 8

=
 8

L · Δ- 8
· (# 8obs − #

8
bkg). (5.15)

Bin-by-bin unfolding (BBB) is sensitive to differences between data and MC and that is only
possible where MC and data agree. It is necessary to select a MC generator which can model data
well. Thus by construction, BBB is sensitive to the choice of MC generator. Moreover, it is required
to have equal binning of the truth and reconstructed level histograms. Correction factors are estimated
for each bin individually which means it can not account for bin-to-bin migrations. Therefore, it is
only beneficial to use this method if migrations can be neglected.

5.2.5 Iterative Bayesian unfolding

D’Agostini [62] proposed a method called iterative Bayesian unfolding (IBU) which makes use of
Bayes’ theorem. To describe this method, consider true events as causes (�8 , 8 = 1, 2, ..., =�) and
reconstructed events as effects (� 9 , 9 = 1, 2, ..., = 9). The conditional probability that a cause �8 gave
rise to effect � 9 , denoted by %(�8 |� 9), is given by Bayes’ theorem:

%(�8 |� 9) =
%(� 9 |�8)%(�8)

%(� 9)
(5.16)

where, %(� 9 |�8) can be interpreted as probability of reconstructed event given true event which is
the element "8 9 of the migration matrix. Consequently, %(�8 |� 9) can be identified as the unfolding
matrix. One can determine the number of events (=̂) due to cause �8 as

=̂(�8) =
1
n̂8

=�∑
9=1
=̂(� 9)%(�8 |� 9). (5.17)

It is important to note that the total number of events due to all causes and all effects are equal
because only migration effects are considered so far. By dividing both the sides of Equation 5.17 by
total number of events, we obtain

%(�8) =
1
n̂8

=�∑
9=1

%(� 9)%(�8 |� 9). (5.18)

Here, %(�8) is the unfolded distribution. The steps performed in iterative Bayesian unfolding to find
%(�8), are shown in Figure 5.3 and explained below:

• An initial guess %0(�8) is made and inserted into Equation 5.18. %(� 9) is obtained from MC
reconstructed distribution. The solution provides %(�8 |� 9) which is the unfolding matrix.

• The obtained %(�8 |� 9) is used in Bayes’ theorem (Equation 5.16) to get a value of %(�8) which
is different from the initial guess.

• This process is repeated for number of iterations specified by user.
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Initial guess %0(�8)

%(�8) = 1
n̂8

∑=�
9=1 %(� 9)%(�8 |� 9)

%(�8 |� 9) ∝ %(� 9 |�8)%(�8)
by Bayes Theorem Get %(�8)

get %(�8 |� 9)

Figure 5.3: Flow chart showing steps followed in iterative Bayesian unfolding

This technique is implemented in the RooUnfold [63] software package. The unfolding matrix
obtained by performing IBU can be used to calculate unfolded yields and consequently measure
differential cross-section. Equation 5.6 and Equation 5.7 can be used to derive the expression

dfIBU
d- 8

=
1

L · Δ- 8 · n8

bins∑
9=1

"
−1
8 9 0 9 (#

8
obs − #

8
bkg). (5.19)

In iterative Bayesian unfolding, there is no involvement of response matrix inversion. In addition, it
accounts for migrations between different bins unlike bin-by-bin unfolding.

5.3 Estimation of uncertainties

The procedure adapted for uncertainty estimation in the unfolded distributions is described in the
following sections. Statistical uncertainties are estimated for profile likelihood, bin-by-bin and iterative
Bayesian unfolding while systematic uncertainties are included only for profile likelihood unfolding.

Estimating statistical and systematic uncertainties in profile likelihood unfolding

In PLU, the best-fit parameter values determine the unfolded yields. Hence, the uncertainties associated
with the parameter determination are reflected in the unfolded results. As mentioned in Section 4.6.2,
Minuit is used for minimizing the log-likelihood and giving the best fit values of the parameters. In
order to calculate the statistical uncertainties, Minuit processors, namely Migrad and Hesse, generate
a covariance matrix (or error matrix). It is produced by inverting the matrix of second derivatives of
the likelihood function [64]. In this calculation, correlations between the parameters are taken into
account. Afterwards, a statistical error equal to the square root of diagonal elements of the covariance
matrix is assigned to the parameters.
The inclusion of systematic uncertainties on the unfolded distribution can be done using response

matrix for each source of systematic uncertainty. In addition, specific weights corresponding to the
impact of each systematic uncertainty are given. These weights are interpreted as up and down
variation of the observed distribution. The framework efficiently constraints the nuisance parameters
by transforming the up and down variation into a continuous variation.
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5.4 Normalised differential cross-section

Estimating statistical uncertainties in bin-by-bin unfolding

The way bin-by-bin unfolding works does not include any bin-to-bin correlations. Due to this, there is
no requirement of a covariance matrix for error estimation. The Gaussian error propagation is used to
determine statistical uncertainty on bin-by-bin unfolded distributions,

X

(dfBBB
d- 8

)
=

 8

L · Δ- 8
·
√
#
8
obs (5.20)

where X is used to denote statistical uncertainty.

Estimating statistical uncertainties in iterative Bayesian unfolding

Iterative Bayesian unfolding allows for correlations between bins to be included. In order to calculate
the necessary covariance matrix, a bootstrap method is implemented as described in [65]: Fluctuate
each event in the MC reconstructed sample by a random number from a Poisson distribution with
mean one. Each event in the sample has a unique event-number associated with it. This event-number
is given as a seed to the random number generator, a seed is a value used to initialise the generator. In
other words, fluctuation of each individual event is associated with a unique seed. Fluctuating all
events, gives a replica of the reconstructed sample. This is one toy experiment.

Similarly several toy experiments can be performed to obtain replicated samples. Iterative Bayesian
unfolding is applied on these samples using the nominal unfolding matrix. From the output, a
covariance matrix is computed using,

�8 9 =
1

#toys

#toys∑
:=1

(
#
8,:

unf − #
8
unf

) (
#
9 ,:

unf − #
9

unf

)
(5.21)

where #toys are the number of toy experiments. For bins 8 and 9 , # 8 ( 9) ,:unf are the unfolded yields and

#
8 ( 9)
unf are the mean values of the bin contents for all experiments: # 8unf = 1/#toys

∑
toys #

8
unf. The

statistical uncertainty associated with each bin of the unfolded distribution is:

X(# 8unf) =
√
�88 (5.22)

5.4 Normalised differential cross-section

A relative quantity called normalised differential cross-section can be derived. Given that the total
cross-section can be written as

f =

bins∑
8=1

df
d- 8

Δ-
8
=

bins∑
8=1

#
8
unf
L , (5.23)

the expression for normalised differential cross-section is defined as

1
f

df
d- 8

=
#
8
unf

-
8 ∑bins

9=1 #
8
unf
. (5.24)
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5.5 Parton level and particle level unfolding

Parton level unfolding is performed when MC truth-level information of the particle that needs to be
analysed, is directly available. In case of the C/@ process, full kinematic information of the top-quark
was available at parton level. In addition, there are no cuts applied to the truth-level distribution. In
this thesis, particles are considered at parton level, i.e before their decay.
Particle level unfolding is done if distribution of the particle which is to be investigated is not

available directly. For example, the top quark distribution in the C/@ production, is required to be
reconstructed from the,-boson and the 1-quark which are in turn reconstructed from their decay
products. In particle level unfolding cuts are applied on the truth level distributions.
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CHAPTER 6

Results

The migration matrix, acceptances and efficiencies required for the unfolding procedure are provided
in Section 6.1. Section 6.2 describes a series of validation tests undertaken to demonstrate that the
unfolding framework performs as expected. The parton-level profile likelihood unfolding is performed
on distributions of pT(,) and pT(C). The results are presented in Section 6.3. A brief comparison
between iterative Bayesian, profile-likelihood and bin-by-bin is given in the final part of this chapter.

6.1 Preparations for unfolding

Signal Purity

For differential cross-section measurements, a cut on the NN output was imposed in order to obtain
more signal to background ratio. Neural network used for cross-section measurement, described in
Section 4.6.1, are used here as well. The set of variables shown in Table 4.5, remain unchanged. Event
yields from both SRs were summed up in every bin (see Figure 6.1). A cut $NN > 0.6 was applied
which resulted into a signal to background ratio greater than one in the remaining bins.

Figure 6.1: Distribution of $NN [66].
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Figure 6.2: Distributions of acceptances

Choice of variables, binning and regularisation parameter

In this analysis, distributions of transverse momenta of the top-quark and the ,-boson decaying
from it, are unfolded. Due to insufficient kinematic information of the /-boson, no variable of the
/-boson was considered. An important factor to take into account while unfolding, is the binning of
the reconstructed and the truth distributions. An optimised binning is required which can have enough
statistics in each bin so that the unfolded results are reliable and statistical fluctuations are minimised.
In addition to this criteria, the binning was chosen in such a way that the diagonal elements of the
migration matrix are greater than 60%. This condition was also implemented in previous theses [66,
67].

The chosen binning returned the smallest value of j2 when the MC unfolded sample was compared
to the truth sample. For pT(C), 4 bins were selected with the binning of [0, 65, 110, 160, 300] (all
values in GeV). The upper bound is fixed to 300GeV because less than 5% of the simulated events
have momentum greater than 300GeV. No overflow bins are taken into account since the differential
cross-section calculation requires a division by the bin width Δ-8 (refer to Section 5.2.3). For pT(,),
4 bins were selected with a binning of [0, 45, 85, 135, 305].

In case of profile likelihood unfolding, values of the regularisation parameter (tau) were selected by
looking at the changes in bin correlations caused by different values. The change in correlations due
to different values of tau is explained in Section 6.3.4. In addition to the non regularised case, i.e
g = 0, two more values of g were considered: g = 1 and g = 1.5. Due to time constraint, amount of
bias added to the unfolded results due to different values, was not calculated.

Unfolding requirements

Acceptances and efficiencies are calculated according to the formula given in Section 5.2.3. The
resulting distributions are shown in Figure 6.2 and Figure 6.3. Uncertainties are determined using
Clopper-Pearson intervals at 68% confidence interval. The migration matrices for both the unfolded
variables are shown in Figure 6.4 and Figure 6.5.
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Figure 6.3: Distributions of efficiencies
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Figure 6.5: Migration matrix for pT (C)

6.2 Validation tests

In order to check if the unfolding framework performs as expected, few validation tests were performed
using MC samples. The tests are described in the following section. The resulting distributions
accompanied by statistical uncertainties are provided for pT(,) and pT(C) variables.

6.2.1 Consistency Test

In a consistency test, the unfolding requirements n , 0 and " are computed from the whole MC sample.
Afterwards, these are used to unfold the same MC sample. The unfolded distribution is expected to
completely match with the truth distribution. This is achieved in cases of pT(,) and pT(C) unfolding.
The normalisation factors shown in Figure 6.6 and Figure 6.7, have a value of 1 for all bins along with
statistical uncertainties. The unfolded distributions are shown in Figure 6.8 and Figure 6.9. Moreover,
the level of agreement between unfolded MC sample and the truth distribution is visible from the
parameter of interest values (signal strength) shown in Table 6.1 and Table 6.2.

6.2.2 Pseudo experiments

In order to check whether the uncertainties estimated in profile likelihood unfolding are correct,
pseudo experiments are performed. A set of 10 000 toys are generated by fluctuating the nominal
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Figure 6.6: Normalisation factors for pT (,)
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Figure 6.8: Distributions of unfolded number of events obtained from PLU
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Figure 6.9: Unfolded differential cross-sections obtained after applying profile likelihood unfolding

MC sample within its expected statistical uncertainty. All these toys are unfolded. Furthermore,
the resulting parameter values are fitted as shown in Figure 6.10 and Figure 6.11. It was observed
that the values for each bin follow a Gaussian distribution. The mean and standard deviation of
these Gaussian distributions, for both the variables are summarised in Table 6.3 and Table 6.4. By
comparing Table 6.1 and Table 6.3, it is observed that the standard deviation of the parameter values
(for pT(,)) is consistent with its uncertainty given by the fit. Similar observation can be made in case
of pT(C) by comparing Table 6.2 and Table 6.4. Therefore, the uncertainties in parameter values are
correctly estimated in profile likelihood unfolding.

6.2.3 Pull test

In statistics, if G is a random variable with mean <1 and standard deviation B then the distribution of
/ = (G − <)/B is supposed to follow a standard normal distribution; i.e, with mean zero and width

1 Here < is used to denote the mean instead of the general denotation ` because ` is used for POI
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6.2 Validation tests

Bins `

1 1.00 ± 0.55
2 0.99 ± 0.54
3 1.00 ± 0.66
4 0.99 ± 0.63

Table 6.1: Signal strength values for pT (,)

Bins `

1 1.00 ± 0.51
2 0.99 ± 0.57
3 1.00 ± 0.63
4 0.99 ± 0.40

Table 6.2: Signal strength values for pT (C)

Bins Mean Standard deviation

1 1.01 0.55
2 0.99 0.54
3 1.00 0.66
4 1.00 0.62

Table 6.3: Summary of mean and standard deviation from the toys for pT (,)

Bins Mean Standard deviation

1 1.00 0.50
2 1.00 0.56
3 1.00 0.62
4 0.99 0.39

Table 6.4: Summary of mean and standard deviation from the toys for pT (C)

one. In problems of parameter estimation, this property is used to check if the errors estimated by the
fit are correct. Interpreting the parameter obtained from the fit as a random variable, its values from
the pseudo experiments are used to perform a pull test. Consider an observation in bin 8, `=,8fitted, where
1 < = < number of toys. A quantity termed as pull, ?=,8 is computed as

?=,8 =
`
=,8

fitted − `exp
f
8
fitted

. (6.1)

Here, `exp is the expected POI, i.e 1 and f
8
fitted is the standard deviation of the observations in bin 8.

For each bin, a normal distribution is fitted on the computed pulls. Figure 6.12 and Figure 6.13 show
the mean and standard deviation of the fitted distribution of pulls. The mean is close to 0 and standard
deviation is close to 1. Thus, validating the statistical uncertainties estimated by the fit. A detailed
explanation of a pull test can be found in [68]. If the standard deviation of the pull plot is greater
(smaller) than 1, it means the errors are under (over) estimated [56]. This effect is observed when pull
test is performed on regularised distributions (refer to Appendix B.2).
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Chapter 6 Results

(a) Toy distribution for bin 1 (b) Toy distribution for bin 2

(c) Toy distribution for bin 3 (d) Toy distribution for bin 4

Figure 6.10: Toy distributions of all bins for pT (,)

6.3 Unfolding Data

The outcomes of the validation tests proved that the framework is trustworthy. Hence, unfolding of the
actual data samples was performed. Unfolded distributions of pT(,) and pT(C) with statistical uncer-
tainties are presented. Results obtained after including regularisation (as explained in Section 5.2.3)
in the process of unfolding, are shown in Section 6.3.3.

58



6.3 Unfolding Data

(a) Toy distribution for bin 1 (b) Toy distribution for bin 2

(c) Toy distribution for bin 3 (d) Toy distribution for bin 4

Figure 6.11: Toy distributions of all bins for pT (C)

6.3.1 ]-boson pT

Unfolded distributions of differential cross-sections obtained for pT(,) are shown in Figure 6.14. The
normalisation factors are shown in Figure 6.16. An overview of the differential cross-sections in each
individual bin and the best-fit values of signal strength (`) is given in Table 6.5.
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Figure 6.12: Mean and standard deviation of distribution of pulls for every bin in case of pT (,)

pT(,)[GeV] df
dpT (, )

[fb/GeV] 1
f

df
dpT (, )

[10−3/GeV] `

0-45 0.35 ± 0.29 3.62 ± 3.08 1.01 ± 0.54
45-85 1.33 ± 0.45 13.7 ± 4.67 0.82 ± 0.51
85-135 0.19 ± 0.26 1.92 ± 2.75 1.75 ± 0.63
135-305 0.11 ± 0.04 1.12 ± 0.47 1.72 ± 0.72

Table 6.5: Overview of the individual bin contents of the differential and normalised differential cross-sections
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6.3 Unfolding Data

Figure 6.13: Mean and standard deviation of distribution of pulls for every bin in case of pT (C)

pT(C)[GeV] df
dpT (C)

[fb/GeV] 1
f

df
dpT (C)

[10−3/GeV] `

0-65 0.25 ± 0.21 2.51 ± 2.13 0.58 ± 0.49
65-110 1.18 ± 0.40 12.2 ± 4.15 1.92 ± 0.65
110-160 0.19 ± 0.27 1.92 ± 2.75 0.44 ± 0.62
160-300 0.13 ± 0.05 1.36 ± 0.58 0.89 ± 0.38

Table 6.6: Overview of the individual bin contents of the differential and normalised differential cross-sections

6.3.2 Top-quark pT

Differential cross-sections obtained for pT(C) are shown in Figure 6.15. The normalisation factors are
shown in Figure 6.17. An overview of the differential cross-sections in each individual bin and the
best-fit values of signal strength (`) is given in Table 6.6.

6.3.3 Regularised results

Regularisation is allowed in the unfolding procedure. Results for g = 1 and g = 1.5 are shown
in Figure 6.18 and Figure 6.19 respectively. On applying regularisation, the errors are reduced
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Figure 6.14: Unfolded distributions of pT (,)
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Figure 6.15: Unfolded distributions of pT (C)

compared to the non regularised case. The values of normalisation factors are shown in Figure 6.20
and Figure 6.21. By comparing these values to Figure 6.16 and Figure 6.17, a reduction in statistical
uncertainty of the values is noticed. In addition to that, normalisation factors approach to one as the
value of g increase. The results obtained after applying regularisation on MC sample of pT(,) are
presented in Appendix B.

6.3.4 Correlation matrices

Matrices quantifying correlations between different bins were computed for iterative Bayesian and
profile likelihood unfolding. In case of IBU, a bootstrap method as described in Section 5.3
was implemented. In order to compare the correlations obtained from IBU, an inbuilt method of
the RooUnfold class was employed for calculating a correlation matrix. This method is named
Ereco(kCovToy). By selecting the option kCovToy, matrix is computed internally using toy
experiments. In case of PLU, the correlation matrix is computed from the covariance matrix generated
byMinuit processors. Correlation matrices for PLU are shown in Figure 6.22 while matrices associated
with IBU are shown in Figure 6.25 and Figure 6.26.

The construction of iterative Bayesian and profile likelihood unfolding methods, allow bin correl-
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0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

UnfoldedTruthBin_0-0.54
0.541.01 

UnfoldedTruthBin_1-0.51
0.510.82 

UnfoldedTruthBin_2-0.63
0.630.75 

UnfoldedTruthBin_3-0.72
0.721.72 

Figure 6.16: Normalisation factors for pT (,)

0 1 2 3 4

UnfoldedTruthBin_0-0.49
0.490.58 

UnfoldedTruthBin_1-0.65
0.651.92 

UnfoldedTruthBin_2-0.63
0.630.44 

UnfoldedTruthBin_3-0.38
0.380.89 

Figure 6.17: Normalisation factors for pT (C)
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(a) Regularised result for pT (,)
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(b) Regularised result for pT (C)

Figure 6.18: Regularised unfolded distributions in case of g = 1
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(a) Regularised result for pT (,)
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(b) Regularised result for pT (C)

Figure 6.19: Regularised unfolded distributions in case of g = 1.5

ations in the unfolded distributions. Bin-by-bin unfolding does not consider bin correlations. For
IBU, the bootstrap method yields large positive correlations whereas the Ereco(kCovToy) method
provides small and negative correlations. An alternative method of generating toy experiments and
computing correlations using them, was implemented in [66] and the results are similar to that from
the bootstrap method. In order to validate the bootstrap method, it was applied to bin-by-bin unfolding.
Expected negligible values appear in the correlation matrix as shown in Figure 6.27 and Figure 6.28.
On the other hand, unfolded bins are negatively correlated in case of PLU. Furthermore, correlations
decrease after applying regularisation. This effect can be observed by comparing Figure 6.22 with
Figures 6.23 and 6.24.

6.3.5 Systematic uncertainties

Uncertainties associated with background modelling are included in the pT(,) MC sample. Main
backgrounds in the C/@ production are described in Section 4.2. Uncertainties associated with each
background process is taken from [1]. The diboson contribution is split into heavy flavour (VV+HF)
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(a) Correlation matrix for pT (,)
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Figure 6.22: Correlation matrices (in %) obtained from profile likelihood unfolding (g = 0)
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Figure 6.23: Correlation matrices (in %) obtained from profile likelihood unfolding (g = 1)
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Figure 6.24: Correlation matrices (in %) obtained from profile likelihood unfolding (g = 1.5)

and light flavour (VV+LF) according to the origin of associated jets. Diboson events having 1 and 2
jets are included in heavy flavour group. Uncertainty in VV+HF events is 30% and that in VV+LF
is 20%. Contribution from CC̄, and CC̄� are combined because their contribution is small. The
uncertainty associated with them is 15%. The uncertainty for backgrounds CC̄/ and C,/ (combined)
is 12%. For unconstrained backgrounds namely /+jets and CC̄ + C, , an uncertainty of 15% and 7%
is included respectively.
The effect of a nuisance parameter on the signal strength (`) is shown in the ranking plot in

Figure 6.29. Nuisance parameters (\) associated with all the included systematics are ranked as per
their impact. The impact (Δ`) is defined as the shift in ` when the nuisance parameter is deviated in
both directions (\̂ ±Δ \̂), where \̂ is the best-fit value of a nuisance parameter and Δ \̂ is its uncertainty.
The empty boxes in the ranking plot show pre-fit impact while the coloured boxes show the post-fit
impact. The post-fit impact is smaller than the pre-fit impact when the parameters are constrained by
the fit. The lower axis of the ranking plot describes the nuisance parameter pull. It is defined as a ratio
of the difference between best-fit value and pre-fit value (\0) of a nuisance parameter to the pre-fit
uncertainty (Δ\). More information about the ranking plot is given in [69].

6.3.6 Comparison of unfolding methods

A brief comparison of the unfolded differential cross-sections obtained from profile likelihood
unfolding is done with the results obtained from iterative Bayesian and bin-by-bin unfolding. Only
statistical uncertainties are included for all the three methods. Figure 6.30 shows unfolded pT(C)
distribution after iterative Bayesian (with 3 iterations) and bin-by-bin unfolding is performed. Both
these methods were implemented in a previous thesis [66].
By comparing IBU and BBB results with that from PLU (refer to Figure 6.15), it is observed that

the statistical error in IBU and BBB is small compared to PLU. Although, the regularised distribution
(refer to Figure 6.19) show a similar uncertainty. Here, it is important to note the bin correlations are
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Figure 6.27: Correlation matrix for pT (,) in bin-by-bin unfolding

excluded from the IBU results. Standard deviations in case of iterative Bayesian are observed to be
between 20% to 39% while for bin-by-bin it is between 22% to 60%. Profile likelihood unfolded
results have standard deviations between 60% to 75% including bin correlations. A comparison
between the correlation matrices calculated for these methods is discussed in Section 6.3.4. Due to
time constraint, a robust comparison could not be carried out for all the three methods.
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Figure 6.28: Correlation matrix for pT (C) in bin-by-bin unfolding
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Figure 6.29: Ranking plot for all included systematics
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Figure 6.30: Unfolded distributions for IBU and BBB
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CHAPTER 7

Conclusion

7.1 Summary

This thesis presents the differential cross-section measurements of the associated production of a single
top-quark with a /-boson, known as the C/@ process. The data analysed in this work corresponds
to an integrated luminosity of 139 fb−1 recorded by the ATLAS detector during Run-2 (2015-2018)
of the LHC. The C/@ process is studied in the trilepton channel. The differential cross-sections are
measured as a function of pT of the top-quark and pT of the,-boson decaying from it.

Unfolding is implemented to estimate the true distribution from the distorted observed distribution.
This is the first time where profile likelihood unfolding is used for measurement of differential
cross-sections. Other unfolding methods including iterative Bayesian and bin-by-bin were used in a
previous thesis [66]. A brief comparison is done for all the three methods. Correlation matrices for
iterative Bayesian unfolding are calculated using a bootstrap method. In addition to that, a built-in
method of the RooUnfold class is also used for the same purpose.

Profile likelihood unfolding is implemented using TRExFitter. Unfolding requirements such as
efficiency, acceptance and migration matrix are calculated using optimal binning. In order to make
sure that the profile likelihood model is robust, few validation tests are performed. From these tests, it
is inferred that the model correctly estimates the uncertainties. Statistical uncertainties for PLU are
observed to be between 60% to 75% including bin correlations. One of the reasons for this is the low
statistics of the C/@ process. Normalised distributions are also computed.

In order to damp amplifications of statistical fluctuations caused during the unfolding process,
regularisation is included. This resulted into a decrease in the statistical uncertainties of the unfolded
distributions. Profile likelihood unfolding allows the inclusion of systematic uncertainties in a simple
way. This is one of the reasons why this method was implemented. Systematic uncertainties related to
background modelling are included in the MC sample. These uncertainties are caused due to the MC
generators used to determine background events. Effect of each systematic on the parameter of interest
is determined from the ranking plot. The measured differential cross-sections for both variables are in
agreement with the Standard Model predictions.
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Chapter 7 Conclusion

7.1.1 Future Aspects

Differential cross-section measurement of the C/@ process can be improved in a number of possible
ways. Some of the ways are discussed below:

• In this work, only variables related to the top-quark were unfolded. This framework can
be extended to unfolding of variables associated with the /-boson. Moreover, particle-level
unfolding can be performed to gain more understanding.

• A robust comparison can be done between results obtained from iterative Bayesian, bin-by-bin
and profile likelihood unfolding methods.

• As far as the regularisation is concerned, an appropriate technique can be implemented to select
values of g. In addition to that, the bias added due to different g values can also be measured by
setting up a stress test.

• All the systematic uncertainties can be included in the framework.
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APPENDIX A

List of Monte Carlo samples

An overview of the nominal Monte Carlo samples used in this thesis are provided. A detailed
description can be found in [70].

Table A.1: Overview of nominal signal and background MC samples corresponding to version 28 ntuples
Process Sample ID Generator f[pb] :-factor #-generated
C/@ 412063 MadGraphPy8Ev-A14-tllq-NLO 0.0300 1.00 mc16a: 4.99 M

mc16d: 6.23 M
mc16d: 6.23 M
mc16e: 8.26 M

CC̄ 410472 PowPy8Ev–A14–ttbar–hdamp258p75–dil 77.0 1.14 mc16a: 79.83 M
mc16d: 44.88 M *
mc16e: 99.25 M

C, 410648 PowPy8Ev–A14–Wt–t–dil 4.00 0.94 mc16a: 1.00 M
mc16d: 1.25 M
mc16e: 1.66 M

410649 PowPy8Ev–A14–Wt–tbar–dil 3.99 0.94 mc16a: 1.00 M
mc16d: 1.25 M
mc16e: 1.65 M

CC̄� 346343 PowPy8Ev–A14–ttH125–allhad 0.0534 1.00 mc16a: 4.98 M
mc16d: 6.49 M
mc16e: 8.25 M

346344 PowPy8Ev–A14–ttH125–sl 0.223 1.00 mc16a: 4.99 M
mc16d: 6.50 M
mc16e: 8.26 M

346345 PowPy8Ev–A14–ttH125–dilep 0.231 1.00 mc16a: 4.99 M
mc16d: 6.49 M
mc16e: 8.28 M

410155 aMcAtNloPy8Ev–A14–ttW 0.548 1.10 mc16a: 7.50 M
mc16d: 7.50 M
mc16e: 12.04 M

Continued on next page
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Table A.1 – Continued from previous page
Process Sample ID Generator f[pb] :-factor #-generated

410156 aMcAtNloPy8Ev–A14–ttZnunu 0.155 1.11 mc16a: 1.50 M
mc16d: 1.50 M
mc16e: 2.00 M

410157 aMcAtNloPy8Ev–A14–ttZqq 0.528 1.11 mc16a: 3.00 M
mc16d: 3.00 M
mc16e: 3.59 M

410218 aMcAtNloPy8Ev–A14–ttee 0.0369 1.12 mc16a: 1.41 M
mc16d: 1.34 M
mc16e: 2.17 M

410219 aMcAtNloPy8Ev–A14–ttmumu 0.0369 1.12 mc16a: 1.41 M
mc16d: 1.34 M
mc16e: 2.17 M

410220 aMcAtNloPy8Ev–A14–tttautau 0.0365 1.12 mc16a: 0.94 M
mc16d: 0.90 M
mc16e: 0.96 M

C,/ 410408 aMcAtNloPy8Ev–A14–tWZ–Ztoll–DR1 0.0200 1.00 mc16a: 0.10 M
mc16d: 0.12 M
mc16e: 0.16 M

Diboson 363356 Sherpa221–ZqqZll 15.6 0.14 mc16a: 5.40 M
mc16d: 5.40 M
mc16e: 8.95 M

363358 Sherpa221–WqqZll 3.44 1.00 mc16a: 5.40 M
mc16d: 26.91 M
mc16e: 8.96 M

364250 Sherpa222–llll 1.25 1.00 mc16a: 17.84 M
mc16d: 36.00 M
mc16e: 25.68 M

364253 Sherpa222–lllv 4.58 1.00 mc16a: 15.54 M
mc16d: 32.11 M
mc16e: 26.79 M

364254 Sherpa222–llvv 12.5 1.00 mc16a: 15.00 M
mc16d: 29.98 M
mc16e: 24.89 M

/ + 9 4CB 364114 Sherpa221–Zee–maxHtPtV0_70–L 1 630 0.98 mc16a: 8.00 M
mc16d: 10.00 M
mc16e: 13.27 M

364115 Sherpa221–Zee–maxHtPtV0_70–C 224 0.98 mc16a: 5.00 M
mc16d: 6.24 M
mc16e: 8.31 M

364116 Sherpa221–Zee–maxHtPtV0_70–B 126 0.98 mc16a: 8.00 M
mc16d: 9.99 M
mc16e: 13.28 M

Continued on next page
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364117 Sherpa221–Zee–maxHtPtV70_140–L 76.3 0.98 mc16a: 5.96 M
mc16d: 7.38 M
mc16e: 9.95 M

364118 Sherpa221–Zee–maxHtPtV70_140–C 20.3 0.98 mc16a: 2.00 M
mc16d: 2.50 M
mc16e: 3.33 M

364119 Sherpa221–Zee–maxHtPtV70_140–B 12.6 0.98 mc16a: 5.97 M
mc16d: 7.49 M
mc16e: 9.91 M

364120 Sherpa221–Zee–maxHtPtV140_280–L 25.0 0.98 mc16a: 5.00 M
mc16d: 6.25 M
mc16e: 8.36 M

364121 Sherpa221–Zee–maxHtPtV140_280–C 9.37 0.98 mc16a: 3.00 M
mc16d: 3.75 M
mc16e: 4.99 M

364122 Sherpa221–Zee–maxHtPtV140_280–B 6.08 0.98 mc16a: 12.44 M
mc16d: 15.66 M
mc16e: 20.74 M

364123 Sherpa221–Zee–maxHtPtV280_500–L 4.87 0.98 mc16a: 2.00 M
mc16d: 2.50 M
mc16e: 2.78 M

364124 Sherpa221–Zee–maxHtPtV280_500–C 2.28 0.98 mc16a: 1.00 M
mc16d: 1.25 M
mc16e: 1.74 M

364125 Sherpa221–Zee–maxHtPtV280_500–B 1.49 0.98 mc16a: 2.00 M
mc16d: 2.50 M
mc16e: 3.33 M

364126 Sherpa221–Zee–maxHtPtV500_1000 1.81 0.98 mc16a: 3.00 M
mc16d: 3.71 M
mc16e: 4.98 M

364127 Sherpa221–Zee–maxHtPtV1000_Ecms 0.150 0.98 mc16a: 1.00 M
mc16d: 1.25 M
mc16e: 1.67 M

364100 Sherpa221–Zmumu–maxHtPtV0_70–L 1 630 0.98 mc16a: 7.97 M
mc16d: 9.91 M
mc16e: 13.26 M

364101 Sherpa221–Zmumu–maxHtPtV0_70–C 224 0.98 mc16a: 4.98 M
mc16d: 6.20 M
mc16e: 8.28 M

364102 Sherpa221–Zmumu–maxHtPtV0_70–B 127 0.98 mc16a: 7.98 M
mc16d: 9.26 M
mc16e: 13.24 M

Continued on next page
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364103 Sherpa221–Zmumu–maxHtPtV70_140–L 75.0 0.98 mc16a: 5.98 M
mc16d:7.48 M
mc16e: 9.94 M

364104 Sherpa221–Zmumu–maxHtPtV70_140–C 20.4 0.98 mc16a: 2.00 M
mc16d:2.49 M
mc16e: 3.31 M

364105 Sherpa221–Zmumu–maxHtPtV70_140–B 12.4 0.98 mc16a: 5.98 M
mc16d:7.47 M
mc16e: 9.94 M

364106 Sherpa221–Zmumu–maxHtPtV140_280–L 24.3 0.98 mc16a: 5.00 M
mc16d:6.24 M
mc16e: 8.29M

364107 Sherpa221–Zmumu–maxHtPtV140_280–C 9.28 0.98 mc16a: 3.00 M
mc16d:3.75 M
mc16e: 4.99 M

364108 Sherpa221–Zmumu–maxHtPtV140_280–B 6.01 0.98 mc16a: 12.46 M
mc16d:15.63 M
mc16e: 20.74 M

364109 Sherpa221–Zmumu–maxHtPtV280_500–L 4.77 0.98 mc16a: 2.00 M
mc16d: 2.46M
mc16e: 3.32M

364110 Sherpa221–Zmumu–maxHtPtV280_500–C 2.27 0.98 mc16a: 1.00 M
mc16d: 1.25M
mc16e: 1.67M

364111 Sherpa221–Zmumu–maxHtPtV280_500–B 1.49 0.98 mc16a: 2.00 M
mc16d: 2.50M
mc16e: 3.33M

364112 Sherpa221–Zmumu–maxHtPtV500_1000 1.79 0.98 mc16a: 3.00 M
mc16d: 3.75M
mc16e: 5.09M

364113 Sherpa221–Zmumu–maxHtPtV1000_Ecms 0.150 0.98 mc16a: 1.00 M
mc16d: 1.25M
mc16e: 1.67M

364128 Sherpa221–Ztautau–maxHtPtV0_70–L 1 630 0.98 mc16a: 7.99 M
mc16d: 10.00M
mc16e: 13.27M

364129 Sherpa221–Ztautau–maxHtPtV0_70–C 224 0.98 mc16a: 4.98 M
mc16d: 6.14M
mc16e: 8.27M

364130 Sherpa221–Ztautau–maxHtPtV0_70–B 128 0.98 mc16a: 8.00 M
mc16d: 9.99M
mc16e:13.28M

Continued on next page
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364131 Sherpa221–Ztautau–maxHtPtV70_140–L 76.0 0.98 mc16a: 6.00 M
mc16d: 7.50M
mc16e:9.97M

364132 Sherpa221–Ztautau–maxHtPtV70_140–C 20.2 0.98 mc16a: 2.00 M
mc16d: 2.50M
mc16e:3.33M

364133 Sherpa221–Ztautau–maxHtPtV70_140–B 12.3 0.98 mc16a: 5.97 M
mc16d: 7.50M
mc16e: 9.96M

364134 Sherpa221–Ztautau–maxHtPtV140_280–L 24.8 0.98 mc16a: 4.94 M
mc16d: 6.23M
mc16e: 8.30M

364135 Sherpa221–Ztautau–maxHtPtV140_280–C 9.33 0.98 mc16a: 3.00 M
mc16d: 3.75M
mc16e: 4.99M

364137 Sherpa221–Ztautau–maxHtPtV280_500–L 4.79 0.98 mc16a: 2.00 M
mc16d: 2.50M
mc16e: 3.32M

364138 Sherpa221–Ztautau–maxHtPtV280_500–C 2.28 0.98 mc16a: 1.00 M
mc16d: 1.23M
mc16e: 1.67M

364139 Sherpa221–Ztautau–maxHtPtV280_500–B 1.50 0.98 mc16a: 1.98 M
mc16d: 2.50M
mc16e: 3.32M

364140 Sherpa221–Ztautau–maxHtPtV500_1000 1.81 0.98 mc16a: 3.00 M
mc16d: 3.75M
mc16e: 4.96M

364141 Sherpa221–Ztautau–maxHtPtV1000_Ecms 0.150 0.98 mc16a: 1.00 M
mc16d: 1.25M
mc16e: 1.67M
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APPENDIX B

Validation tests on regularised MC sample

Regularisation with g = 1 and g = 1.5 is applied on MC sample of pT(,). The validation tests are
presented.

B.1 Unfolded distributions

The unfolded distributions are shown in Figure B.1 and the signal strength values obtained in both
cases of g are given in Table B.1 and Table B.2. Moreover, regularised normalisation factors for the
same are shown in Figure B.2 and Figure B.3.

Bins `

1 0.99 ± 0.46
2 0.99 ± 0.44
3 1.00 ± 0.52
4 0.99 ± 0.52

Table B.1: POI values (g = 1)

Bins `

1 0.99 ± 0.40
2 1.00 ± 0.37
3 1.00 ± 0.44
4 0.99 ± 0.44

Table B.2: POI values (g = 1.5)

B.2 Pseudo-experiments

Pseudo-experiments were performed on the regularised MC sample. It is seen that the standard
deviation in all bins deviates from one. This is because of the bias in measurement caused by
regularisation.
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(a) Regularised unfolded MC (g = 1)
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(b) Regularised unfolded MC (g = 1.5)

Figure B.1: Regularised unfolded distributions for pT (,)

Figure B.2: Normalisation factors in case of (g = 1)
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B.2 Pseudo-experiments

Figure B.3: Normalisation factors in case of g = 1.5
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Appendix B Validation tests on regularised MC sample

(a) Toy distribution for bin 1 (b) Toy distribution for bin 2

(c) Toy distribution for bin 3 (d) Toy distribution for bin 4

Figure B.4: Toy distributions of all bins in case of g = 1
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B.2 Pseudo-experiments

(a) Toy distribution for bin 1 (b) Toy distribution for bin 2

(c) Toy distribution for bin 3 (d) Toy distribution for bin 4

Figure B.5: Toy distributions of all bins in case of g = 1.5
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Appendix B Validation tests on regularised MC sample

Figure B.6: Mean and standard deviation of distribution of pulls for every bin in case of g = 1
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B.2 Pseudo-experiments

Figure B.7: Mean and standard deviation of distribution of pulls for every bin in case of g = 1.5
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